C100 Trouble Shooting Guide

Version 3 for Software Releases 4.0 and 3.X

This document should NOT be given to any customers since it is still in draft form and is incomplete

 It is not intended to replace any part of the C100/BH manual set, and Bay Networks employees and customers should make every effort to read the manuals and release notes that are published with every release of software in addition to checking the current C100/BH bug list on Bay Networks Web page.

Any comments or concerns should be directed to John Carlson(jcarlson@baynetworks.com, 978 916 3716)

Background Information:
Centillion switches are store-and-forward switches.  This indicates that the entire frame is read in and stored  in a buffer before a switching decision is made.  Store and forward switches are slower than cut thru, but physical errors can be isolated (CRC, Alignment, Runt frames,...).

The C100/BH currently supports both source route and transparent token ring bridge traffic, Ethernet traffic, LAN Emulation, UNI 3.0, 3.1, (4.0), ILMI, LANE 2.0(4.0), IISP, PNNI, MPOA(4.0), and IBM and IEEE Spanning Trees Protocols. 

C100 Definitions TC "C100 Definitions" :
Maximum numbers change with each release of software and can be found the C100 release notes. 

Bridge group: 
Is a collection of  PVPs, PVCs, SVCs, and other LAN media ports which is its own broadcast domain and operates its own spanning tree and switching mode.

· There are 32 bridge groups available on the switch

· There is always TR bridge group (#1)

· 31 Ethernet bridge groups can be defined on the switch

· Ethernet bridge groups can span ATM links

· TR bridge group if configured for transparent bridging will span ATM links

· An Ethernet bridge group is equivalent to a “ local Virtual LAN”

· The number assigned to a bridge group has only local significance to the switch it is configured on 

Virtual port:
Is a collection of PVP, or PVCs,  or  SVCs  in the same  ELAN terminating on an ATM circuit.  The virtual port picks up its spanning tree characteristics from the bridge group it which it belongs..

Virtual Path:
Is a logical connection over an ATM connection that is identified by a unique VPI

Virtual Circuit: Is a logical connection over an ATM link that is identified by a unique VCI 

Virtual Ring
A collection of ports on the same switch that are configured with the same source route ring number. Transparent token ring traffic is always bridge between ports configured with the same virtual ring number.

Basic  TC "C100 Forwarding table" C100 Forwarding Table Information TC "C100 Forwarding table" :

· MCP stores master copy of forwarding table

· Each slot has local copy of the forwarding table

· Slots update only MCP with new addresses not other non  MCP slots

· Addresses are NOT passively learned across an ATM cloud

· The switch will transmit un-solicited CLC proprietary LE-ARPs if it learns an address locally that was previously learned over ATM on circuits defined for CLC

· The configured age out time applies to all addresses in the local forwarding table.  The local timer/age  (when age equal configured age out timer frame is aged out) is updated every time a frame is received on non-ATM ports from the source address.

· Entries are only deleted from the Master Forwarding Table when they are no longer in use by any switch card or if it is a remote entry learned across the ATM cloud that does not pass a verification test run every 300 seconds.

· Address are not passively learned on ATM ports

· The switch will transmit a LE-NARP frame if an address that was once learned over an ATM cloud is learned locally.  

· The switch will transmit a Targetless ARP frame over the ATM if it learns a new local address 


· The hashing algorithm into the forwarding table uses:

· 12 Least significant bits (LSB)  on the 4 port TR switch card

· 13 LSB on all other cards

Token Ring Specific FDB Behavior:

On token ring switch cards the CAM contains the addresses of stations participating in the monitor process.  These addresses are aged out CAM/forwarding table after 30 seconds.

Non-local stations on a TR are entered into the forwarding table only after 7 packets within 7 seconds have been heard from the station by the C100 on that ring.  Non-local/remote stations are never entered into the hardware CAMs.

The C100 uses the addresses stored in its CAM to determine if the destination address is a “local” station.  If the destination address is not in the CAM the frame copied and address recognized bits are set and the frame is read in.  This is true when the switch is configured for SRB, TB, or SRT.

Remote Source Route Descriptors are stored in the forwarding table and should never be aged out unless the are rings disabled (releases 2.01 and greater), deleted from the remote switch, or if the ATM connection to the remote switch fails.  Ring descriptors are advertised out every 60 seconds from the switch they are configured on.

Ethernet Specific FDB Behavior:

Ethernet CAMs cards contain the addresses of both local and non-local stations and thus provide a positive look-up mechanism.

Forwarding Path:


Check local FDB, if not there query MCP

1. If not there and link is of type CLC MCP LE-ARPs across ATM cloud and flood the packet out all ports

2. If link is ATM CS LANE, MCP an LE_ARP is sent to LES and the packet is forwarded to the BUS

3. If link is ATM Turbo, switch cards originates the LE_ARP that is sent to LES

4. Packet flooding to local LAN ports in the bridge group that the receiving port is configured for is handled by switch card not MCP

Inserting entries in the FDB:

1. First try to insert entry into Master forwarding table if fails do not insert into local table or CAM


2. If insertion into Master table successful, insert into local table, if insertion fails do not attempt to insert into CAM


3. If insertion into local table was successful, insert into CAM

Guidelines/ recommendations for port mirroring:

· Users should only mirror the input/output data from only one port to a specific mirror port.  

· Multiple ports can be mirrored at the same time, but they should be mirrored to different output ports.

· The mirror port should be in a different(unique) bridge group than the port being mirrored.  This will prevent broadcasts and unknown unicasts from being seen twice on the mirrored port.

· If the switch is experiencing CRC errors across the backplane it is recommended that the mirror port(destination) is on the same slot as the port being mirrored(source).
Basic C100 Spanning Tree Information TC "Spanning Tree" :

· Switch/bridge groups are configured for Spanning Tree.

· Spanning tree can be configured on a per port basis.

· A single spanning tree process manages all configured Spanning Trees

· By default there is one MAC address per switch (stored in config file in token ring format so be careful about copying the configuration around) 


· If a loop exists consisting within in a bridge group between Ethernet or Token Ring ports and an ATM virtual port, the Spanning Tree costs should be adjusted so the switches block on the legacy LAN ports participating in the loop, NOT the ATM VPORT.  If an ATM VPORT blocks ALL PVP/PVCs in the CLC bridge group exiting that physical port will be blocked, not just the ones involved in the loop.

· The ATM cloud  is considered a FLAT network.  The only time ATM virtual ports configured for PVP/PVC should be blocking is if redundant VCs  in different VPORTs (CS vs Turbo vs LANE  AND in same bridge group) have been configured with a higher priority, or if users have configured a network similar to the one mentioned in the preceding  paragraph.

· If  Spanning Tree is configured on an Ethernet port and an edge device is plugged into the port no communication to the edge device will occur  for approximately 30 seconds while spanning tree converges on the port (forward delay timer).  This has caused problems with directly attached stations running Netbios.  Directly attached station should never have spanning tree configured on the port they are connected to.

Spanning Tree Configuration Options:

IEEE for Ethernet bridge groups, IBM or IEEE for token ring


DEC spanning tree is not supported and can cause major problems if it exists in the network

IBM and IEEE:


· blocks STEs dynamically (static available only with IBM) when the bridge group is configured for source route (SR) mode

· blocks ports in when the bridge group is configured for Ethernet or when it is a token ring bridge group configured for transparent mode

· blocks STE and Transparent traffic in SRT mode or when it is a token ring bridge group configured for source route / transparent mode

IEEE and IBM are the protocols used to only BUILD the spanning tree and maintain it.  What packets are forwarded/blocked are determined by the switching mode configured on the associated bridge group. 

Basic Centillion ATM/LANE Information TC "Spanning Tree" :

· The ILMI code on the C100 cannot accept “get” requests that contain more than one MIB object.  It will respond with a “too big” reply.

· The switch tears down the CONFIG DIRECT control VC after communication is finished with the LECS

· The  inactivity timer applies only to outgoing established data direct VCs

· The inactivity timer starts only after all the addresses associated with the data direct VC have aged out the local forwarding table

· The CRN number utilized by the switch is a LIFO queue but rather a LILO queue

· In Turbo Mode each switching card will establish (on a as needed basis) a data direct VC to a remote ATM address.  The source address of the VC will be the switches ATM address, with the selector byte differentiating the slots.
· Filters cannot be configured on ATM ports
· The default SSCOP timers are:

UNI 3.0 sscop parameter default values based on  Q.SAAL 2, pg 13 


Internal variable Value
Variable and recommend value specified in spec 
tmrCC          
1.0s 
(1.000s) sscop timer: Timer_CC

tmrKeepAlive
2.5s
(1.000s) sscop timer:Timer_KEEPALIVE 

 

tmrNoResponse 
10.0s
(10.000s) sscop timer:Timer_

tmrPoll

7.0s
(0.100s) sscop timer:Timer_POLL 

;

UNI 3.1 sscop parameter default values  based on Q.2130, pg 20

Internal variaible Value
Variable and recommend value specified in spec
tmrCC          
1.0s
 (1.000s) sscop timer: Timer_CC

tmrKeepAlive     2.0s 
(2.000s) sscop timer:  Timer_KEEPALIVE 

 

tmrNoResponse  7.0s
(7.000s) sscop timer:  Timer_NORESPONSE 

 

tmrPoll         
7.0s 
(0.750s) sscop timer:  Timer_POLL 

tmrIdle       
15.0s
(15.000s) sscop timer: Timer_IDLE 

 

Basic C1XXX Connection Information


· The C1XXXX must be configured for 0 bits VPI and 10 bits for VCI when being connected to a C100 and a router


Basic Centillion PNNI Information:

· Up to 32 members in a peer group are supported

· Multiple peer groups are not supported until release 4.0

· In release 4.0 border node functionality is supported

· A Centillion switch cannot function as a peer group leader

Basic Centillion MPOA Information:

Gathering Basic System Information:

The following CLI commands can provide some very useful information about the switch (state and configuration) the user is connected to by either a telnet session or through a console connection.  They are as follows:

· The command “show version” will provide information on the switches current revision of code.

· The command “show box” will provide information on the switches hardware configuration

Chassis Type:  C50

Mod State    Description

--- -----    -----------

 
1  Run      ATMSPEED MDA MCP 4 port card

 
2              -- (none) --

3 -- (none) –


· The command “ip info” will display the primary and secondary ip addresses of the switch
· The command “show scc state” will provide information on the number and type of SVCs currently opened:
State of Switch Call Coordinator Task

             


-------------------------------------

    

 Max Point to Point Calls              =       4902

     

Max Point to MultiPoint Calls       =       1634

     

Max Party TableSize                      =       1634

    

 Point to Point Calls In Use             =          0

     

Point to MultiPoint Calls In Use      =          0

     

Parties In Use                          
 =          0

     

Point to Point Calls (Originating)   =          0

    

Point to Point Calls (Terminating)  =          0

     

Point to Point Calls (Transit)          =          0

     

Parties (Originating)                    
=          0

     

Parties (Terminating)                    
=          0

     

Parties (Transit)                        
=          0


· The command “show stp”  will quickly provide information on the spanning tree states for each one of the switch’s bridge groups/spanning tree groups:

Bg Type  Designated Root        Bridge ID                   time Chg hel f-del m-age hold

 
1 none 800040050005CD34 800040050005CD34   0: 0: 0: 0      0   0     0     0    1

 
2 none 000002A000A0B32C 000002A000A0B32C   0: 0: 0: 0   0   0     0     0    1

 
3 none 000002A000A0B32C 000002A000A0B32C   0: 0: 0: 0   0   0     0     0    1

 
4 none 000002A000A0B32C 000002A000A0B32C   0: 0: 0: 0   0   0     0     0    1

 
5 none 000002A000A0B32C 000002A000A0B32C   0: 0: 0: 0   0   0     0     0    1

 
6 none 000002A000A0B32C 000002A000A0B32C   0: 0: 0: 0   0   0     0     0    1

 
7 none 000002A000A0B32C 000002A000A0B32C   0: 0: 0: 0   0   0     0     0    1

 
8 none 000002A000A0B32C 000002A000A0B32C   0: 0: 0: 0   0   0     0     0    1

9 none 000002A000A0B32C 000002A000A0B32C   0: 0: 0: 0   0   0     0     0    1

10 none 000002A000A0B32C 000002A000A0B32C   0: 0: 0: 0  0   0     0     0    1


· The command “show vlan all”  for version 4.0 and greater will display all the configured vlans, their type,  bridge/spanning tree group, and ports assigned to the vlan

The following sections concern network trouble shooting.  Before calling into the TSC customers should make every effort to get the information described below.  It will provide the TSC with a better description of what the problem is and help us resolve the issues occurring in your network

Trouble Shooting Problems TC "Trouble Shooting Problems" :

The five types of network issues that can cause your network heartburn are:

· incompatibility between products

· misconfiguration

· hardware failure

· physical/media failure

· software/hardware bugs

1. Incompatibility between products:

This may be able to be worked around through re-configuration,  upgrade in software, or code/software modification.

2. Misconfiguration:


Having answers to the below questions and providing the configuration file to Customer Support will allow this type of problem to be quickly resolved (Question #3 most important).

3. Hardware failure:




Having answers to the below questions and access to the LEDs on the switch will allow this type of problem to be quickly resolved.

4. Physical/media failure:




Having answers to the below questions and providing access to system statistics to Customer Support will allow this type of problem to be quickly
resolved.

5. Software/hardware bugs:


Having answers to the below questions, access to system statistics, configurations, and possibly trace files will allow Customer Support to reproduce this problem and submit the problem to engineering for them to fix.

When trouble shooting network problems it is important to characterize the issues the user community is reporting.  Symptoms will never be the actual problem, but are very important in determining what the problem may be.  A user complains he cannot ping, this is a symptom, the actual problem may turn out to be a misconfigured gateway.

The most important way to uncover the symptoms and speed up problem resolution is to ask questions that help characterize the network issues.  Below are a set of general questions that customers should always have answers to before customer support is called:

1. When did the problem start to occur?

2. Is this a new installation or was it up and working?


3. Has anything changed in the network:


· increased load?

· reconfiguration?

· new equipment?

· upgraded software?

· new ports/new links?

4. If it is a connectivity issue who is affected:


· just users off of particular port?

· just users off of a particular slot?

· just users off of a particular switch?

· Just the users in one specific VLAN

5. Who are they having problems connecting to:


· everything in the network?

· users/devices off a particular switch(s)?

· users/devices off the same switch different slot?

· users/devices of f the same switch/slot different port?

6. Are all bridge groups/protocols (source route, LANE, transparent) affected or just one? 

7. What is the frequency of the problem?

8. What do you currently do to correct the problem?

9. Based on the answers to these questions Customer Support can more quickly  determine what the issue may be and provide a resolution.

Trouble Shooting a Resetting Switch:

Get the information to the questions above

Attach a terminal doing a file capture on the console port of the resetting switch  so any information generated by the resetting switch can be captured.

Check the last reset cause on the C100 using Speedview or execute the following command from the CLI engineering prompt in 3.2.2 and greater (login from the CLI prompt as eng, password debug):

CLI_prompt:Eng > show saved_epc

Reset information saved to flash:

REV 3.2.2.1 advanced image bh5000

EPC @ 54004f in ab6670 --->TBLMGR

SECTION_TYPE          address  length     flash location

NV_EPC_SECTION_TCB   00ab6670 000000a8 @@ bfc30020

NV_EPC_SECTION_STACK 00c16e10 00001000 @@ bfc300d8

NV_EPC_SECTION_MEM   00000000 00000200 @@ bfc310e8

Eng > exit

CS personal or experienced users then need to get to the “what” prompt by typing in the command “what” from the engineering debug screen.  Once at the what prompt the users would type the following commands based on the information displayed from the “saved_epc” command.  It is important to note the memory locations displayed begin with “b”,but when accessing the memory locations users need to substitute “1” for “b”.  

Example of dumping the memory that contains the stack dump:

what?
d 1fc30020 100

what? 
d 1fc300d8 1000

what? 
d 1fc310e8 200

The “d” stands for the dump command, the second field is the address I n flash memory where the information is stored.  This second field is the memory location (the last field in the NV_EPC lines), with the last field being the amount of memory locations to dump.

Once the EPC information has been gathered  users/engineers may want to clear the EPC information by issuing  the command  “clear saved_pc”  at the CLI engineering prompt.  If there is no EPC or the switch was hung and it was reset check the LEDs when the switch locks ups.  If they are on solid there may be a call routing loop in the network.  Remember there are no “ttl” fields in a call setup packet.

Well known EPC status codes: 


· 0 = Power On Reset: The last reset was caused by a chassis power on (this is a transient stat that you may never see unless you time it right) 

· 1 = Normal Operation: The switch is running normally after a power on 

· 2 = Watch Dog Reset: The switch was last reset due to a Watch Dog Timeout. This is caused by the switch recognizing that it was in a state that the code stopped executing. The slotLastResetEPC should indicate the address last code that was running 

· 3 = CLI Reset: The switch was reset from the CLI reset command 

· 4 = CLI Set Default: The switch was reset from the CLI set default command 

· 5 = SpeedView Reset:  The switch was reset from the a SVW serial session 

· 6 = SNMP Reset:  The SNMP s5AgInfoReboot object caused a reset 

· 7 = SNMP Set Default: The switch was set to default over SNMP 

· 8 = TFTP Configuration Reset: A TFTP configuration was downloaded and the switch was reset to have the configuration take effect

· 10 = Address error exception (load or instruction fetch): This is the normal value for a crash.

Dump the first 500 words of memory using the memory read command described below after the switch has reset

Execute multiple mem stats commands over a period of time (depending on the frequency of the problem) to see if the amount of memory utilized by a switch increases with time.

Dumping memory stats:  TC "
Memory Statistics" :
When trying to trouble shoot issues such as a resetting switch users/engineers should never over look the basics such as what is happening in memory.  If a system runs out of memory, data can be loss or the switch could possibly reset.  It is always helpful to get a view of how memory is allocated on a switch.  

Please pass on the results of the memory command to Nortel Networks TSC.

The memory stats can only be accessed from the “eng” prompt

The most important column in the memory stats information is the “up” column.  This column will show any process that is increasing the amount of memory it is using.  This command should be not be done every minute, but rather every hour over the span of a day.

memory dump | fill | read | stats | write  

Cfg_Eng > memory stats

Statistics for allocated memory :

  total memory available in the pools : 7729136 

  total memory allocated to tasks     : 3952684 

  max memory ever allocated to tasks  : 3958296 

  task name task    memory  max memory  going   stack     stack

             id   allocated  allocated    up   
allocated  used

  TBLMGR      
0      25408      25704            4096      3784 

  CARDMGR     
1       4704       4756              4096      3888 

  SPAN       
2          0        148                 1000       672 

  CONFIG            3          0          0                   3072      2744 

  FDBtask            4        692        692                1024       696 

  LLECtask          5       2068       5484            10240      9896 

  CommMgr         6          0          0                    1000       792 

  IPProto              7          0          0                    4096      3728 

  Hello                  8          0          0                    2000      1688 

  AtmTask            9          0          0                     1024       808 

  Ilmi_tas             10       0           0                     4096      3600 

  CLI_task           11          0          0                     1000       784 

  lecs_tas             12        208        208                 8192      7864 

  LEsrvcsT          13     238872     244520            8192      7792 

  sonmp_ta          14         92         92                   2048      171

  SIG_T               17    2025804    2030252           10240      9888 

  SCC_T              18          0       1632                   12288     11904 

  RMON_Tim    19          0          0                      2048      1848 

  SYSTEM H    128          0        816                     4096      4048 

  BMIHISR       129          0       1632                      1024       976 

  CFGHISR       130          0         40                       2048      2000 

  system           1653828 

  no one                 0 

  unknown                0 

  TOTAL:           3952684

Connectivity Issues:

When problems occur in the network users usually have connectivity issues (sessions dropping, cannot connect, cannot ping), so basically every issue is a “connectivity issue”.  To be successful is trouble shooting issues it is critical that answers to the above questions are found.  The information gathered would reduce the scope of the problem from a “network connectivity” issue to list of specific problem symptoms that allow the possible cause of the problem to be determined and rectified or worked around.

Critical questions:


Is only one user on the switch affected and can they see other local stations local? across the network? On the other side of a router(different IP subnet)?


Is only one slot of the switch affected? Can the get to stations on other slots? Other switches? On the other side of the router(different IP subnet)?


Is the whole switch affected?  Can you get to any other switches?  Can they get to you? Are you configured for LANE services? Or are you just configured as a LEC?


Was this ever working and if so what changed?

First check the any of the ports in the path for problems:

Token Ring Ports TC
 "
Token Ring Issues" :

Port Failure:

Check the LEDs on the port:


Is the enabled LED on? 

If off, enable the port and then re-check LEDs


If enabled on, but insert LED is off:



The C100 will not insert into a ring for the following reasons:

· Port is configured for wrong speed

· Centillion received a removal  MAC frame

· Centillion detected SR ring ID different from how it is configured

· Duplicate MAC address detected

· Cabling fault

Please check the speed, ring id configuration of the in question and verify the MAC address is unique on the ring.  The Centillion stores its MAC address in the configuration file and if the configuration file from one Centillion was copied to another without changing it duplicate MAC addresses will occur.

If the token ring card is a 4 port card and the port is configured as a hub then a TR crossover cable must be used

If the token ring card is an 8 port card and the port is configured as a hub then a straight thru cable can be used

If the token ring card is a high density card then configure the port to be xxx and use a straight thru cable.  It will automaticaly detect if it connected to a hub or station.

If the customer is still having a problem a “show port” command specifying the slot/port  should now be done:

port_state: down  media_type: tr  vsegment_type: tr  filter_mask: 0xE

ring #: 0x0  vsegment_index: 0x2  insertion_speed: force 16M

connection_mode: TR8_Station  ring_speed: unknown

bridge_group id: 1  bridging_type: TRB

stp_protocol: IEEE  stp_state: disabled

BIA: 0005002DF480  LAA: 0005002DF480

PortState: chkssb PortConfig: 0x1

Config: vlan_dtag: 0x114  vlan_id: 0x0  hw_id: 0x1  lfbits: 0x3

are_hop_count: 7  ste_hop_count: 7

Port Statistics:

InOctet:           0  InUcastPkt:         0  InDiscard:     0  ifInErrors: 0

OutOctet:          0  OutUcastPkt:        0  OutDiscard:    0  ifOutErrors: 0

MulticastsTransmittedOk:          0  BroadcastsTransmittedOk:          0

MulticastsReceivedOk:             0  BroadcastsReceivedOk:             0

InNUcastPkt:                      0  OutNUcastPkts:                    0

InNoResources:                    0  OutNoResources:                   0

LineError: 0     BurstError: 0     ACEError: 0     TokenError: 0

SoftError: 0     HardError:  0     Recovery: 10373  SignalLoss: 0

TransmitBeacon: 0     LobeWire: 0     Removes: 0     Singles: 0

LostFrameError: 0     FrameCopiedError: 0     ReceiveCongestion: 0

SrSpecInFrames: 0     SrSpecOutFrames:  0     SrApeInFrames:     0

SrApeOutFrames: 0     SrSteInFrames:    0     SrSteOutFrames:    0

SrSegMismatchDiscards:      0     SrDupSegDiscards:  0

SrHopCountExceededDiscards: 0     SrLanIdMismatches: 0

Users should check every field and do the command multiple times to see if any fields are incrementing.  If some value/field appears to be different then compare it to what a functioning port is seeing.

If the failure is due to a “lobe failure” try a different cable or port on the hub being connected to.  If it continues to fail then disable/enable the port.  If that fails please contact Customer Support.

Check the spanning tree state of the port in question and make sure it is “forwarding”.  Also check the “switching screen” in statistics to determine who the root of the spanning tree 

Check for any errors on the interface.  If errors are incrementing check the error description found at the end of this guide

If RX/TX frame counts are incrementing check which users on the port in question are having connectivity issues and also verify that the switch’s configuration agrees with what users are configured for (SR vs Transparent).  If the configuration consists of multiple switches connected via ATM, and the switches are configured for SR or SRT please verify that directly attached duplicate ring Ids do not cross the ATM cloud.  This would cause the forwarding table to be incorrect and for packets to be forwarded to the wrong switch.

Check the forwarding table for the source and destination MAC addresses/ring ids and make sure they are pointing out the correct ports.  Both the local switch tables and Master forwarding tables should be checked.

If connections to remote source route rings across the ATM cloud are bouncing make sure the remote ring ids are unique.  Duplicate ring numbers CANNOT be configured across the ATM cloud.  Problems arise when remote switches advertise their locally attached rings and this ends up changing what switch is the next hop for the duplicate ring id.  Now it works, now it doesn’t, now it works is a classic symptom of this problem.

Bridge IDs should also be checked if there are parallel paths between switches.  Parallel switches in a SRT/SR environment should have different bridge ids.  This should not result in loss of connectivity but rather duplicate frames showing up on the rings.

Fiber Optic Token Ring Ports:
If the ports in question are fiber optic ports the remote port must be 802.5j compliant. The 3514-ST NMM, 3534 ST, and 354 ST fiber ports are  NOT 802.5j compliant and cannot connect directly to a C100.  The 3504-ST IS 802.5j compliant and can be used to connect to the fiber optic port of a C100.

Ethernet Ports TC
 "
Ethernet Issues" :


Check the Link LED for the port(s) in question:

If the Link LED is off but there is a cable connecting it to another device verify that the correct cable is being used (crossover vs straight thru) and it is a good cable( swap a cable from a working connection to the one having problems, try possible faulty cable in a different port)


If the Link LED is on but connectivity problems are present:

· If spanning tree is configured on the port it takes 20+ seconds for a port to become active.  If the client only sends out a single packet

· Check statistic for port state, forwarding/blocking, and RX and TX stats

· Check statistics for error statistics (collisions, alignment, deferments,...)

Example of a port’s statistics:

Top Switch:Command > show port 5 1

Information and Statistics for port 5,1:

port_state: up  media_type: enet  vsegment_type: 15  filter_mask: 0x6

BridgeGroupId: 2  VsegmentIndex: 255  STPstate: off

OperConnectionMode:  HDX  CfgConnectionMode: HDX

running_speed: 10M  cfg_speed_type: 10M

BIA: 00A00094C007  LAA: 00A00094C007   VLAN ID: 1  VLAN Name: VLAN1  Member Type

: Default

Physical Base Port Statistics:

InOctet:   525836183   InUcastPkt:   1881104    InDiscard:     0   InErrors:  1505

OutOctet:   12418571  OutUcastPkt:   167383  OutDiscard:    0  OutErrors: 93512

MulticastsTransmittedOk:      14591  BroadcastsTransmittedOk:       1899

MulticastsReceivedOk:        278203   BroadcastsReceivedOk:        134480

InNUcastPkt:                 412683  OutNUcastPkts:                16490

InNoResources:                    0     OutNoResources:                   0

VlanMismatches:                   0

AlignError:           1400  

SqeTestError:              
0  FcsError:         0

SingleCollFrames:    90898  
MultipleCollFrames:        
0  LateColl:         0

OversizeFrames:          0  

CarrierSenseError:         
0  ExcessColl:       0

DeferredTransmit:        0 

 InternalMacTransmitError:        0

                     


 InternalMacReceiveError:           0

Users should check every field and do the command multiple times to see if any fields are incrementing.  If some value/field appears to be different then compare it to what a functioning port is seeing.

An explanation of the fields is found at the end of this guide. 

Ports check out, now check forwarding tables TC "
Address Learning/Forwarding Issues" :

If users are having problems communicating with a host/router the forwarding table needs to be viewed when things are working and when it is failing.  The two cases then need to be compared to see how they are different.

Users need to check the forwarding table on the MCP and the slot where stations are having problems communicating. 

1) First verify that the both the source and destination address are on the slot/module where the users that are having problems are connected to( Cli prompt> show fdb switch all “module”)
2) Verify that the same addresses are on the master forwarding table Cli prompt> show fdb mcp all 

3) Make sure you get this information when you are having a connectivity issue and when the failure is occurring.  It is also very helpful to execute and save the results of the show RLEC when you are having the problem and when you are not

Targetless ARP and NARP:

With 3.1.1 the C100 switch supports both targetless ARP and NARP as specified in the LANE 2.0 specs.  Anytime a switch learns a “new” mac address over a legacy LAN port in a configured bridge group it will send out a targetless ARP to all LECs in that bridge group over the CONTROL DIRECT SVC. 

Anytime a switch learns a address on a legacy LAN port that was learned over the ATM cloud it will send out a NARP to all LECs in that bridge group over the CONTROL DIRECT SVC so they can update their ATM ARP cache.  This was implemented to reduce the amount of time it takes to recover (5 minutes) if a station moves; however, if there are packet reflection problems at the customer site this functionality will cause ALL switches to lose connection to whatever MAC address is reflected.

Packet reflection will usually be characterized by losing connectivity to a host/router for 5 minutes at a time.

Below are two examples of the results of packet reflection and how to trouble shoot it:

Example 1: A MAC address learned across an ATM cloud is now learned locally.

Command > show fdb mcp all

ILSDTB Bg Key value       
age 
type st  md/pt vprt phdr ickt umsk irif

100010     2 02A000306811            77 
enet rdy  n/a      1     x015   0  x10

100000     2 0000A2D02023      
0 
enet rdy  5  1     n/a  n/a     n/a  n/a

100000     2 004005A165A3      
0 
enet rdy  5  1     n/a  n/a     n/a  n/a

100000     2 0000A201F60C      
0 
enet rdy  5  1     n/a  n/a     n/a  n/a

111000     2 02A000D05736      
0 
res  rdy   1  0     n/a  n/a     n/a  n/a

The station, 02A000306811 , is in use and  learned over bridge group 2.  The “n/a” under the md/pt column indicates it was learned over an ATM connection. and learned across a virtual Turbo port.  The “ickt” value in the master forwarding database points to the RLEC(ATM address) where data destined for the MAC address is being forwarded to. The “phdr” field is the remote node’s DTAG (destination tag).  It ports to the remote slot and port where the station is located on.  It is a 3 bit mask for slot and a 5 bit mask for the port.  In this case 0x01F translates to   0000 0001 0101, which translates to  000 for the slot,  10101 for the port,  so it is slot 1 port 21.  If this was taken on a BH you need to add 2 to the slot number, not 1.

But when the problem occurs the forwarding table entry changes to:

Command > show fdb mcp all

ILSDTB Bg Key value       
age 
type st  md/pt vprt phdr ickt umsk irif

100000     2 02A000306811            0 
enet rdy  4 2      n/a  n/a     n/a  n/a

100000     2 0000A2D02023      
0 
enet rdy  5  1     n/a  n/a     n/a  n/a

100000     2 004005A165A3      
0 
enet rdy  5  1     n/a  n/a     n/a  n/a

This indicates the station is local, in use, and learned off of slot 4 port 2

Also if when dumping the master forwarding database the duplicate bit (the cloumn D in the ILSDTB column) is set then users should dump that address for every switch card using the CLI command:


show fdb switch mac  <module> <mac_address>

This will allow all the entries of the MAC address in the forwarding table to be displayed

Example 2: A MAC address learned across an ATM cloud is now learned from another switch over the ATM cloud through targetless ARP or NARP.
Once again in 3.1.1 and greater the Centillion supports LANE targetless ARP and NARP.  This allows station movement across an ATM cloud to be detected quicker, but it allows packet reflection problems to affect the entire switch network.

Users can track down what MAC addresses are on associated/learned  from which switch by dumping the master forwarding table and seeing the  value of the “ickt” column (the RLEC which data destined for that MAC address is being forward to ) associated with learned MAC address.  If packet reflection is occurring then this value will change.  Users should write down this value and then do a “show rlec” command from the switch’s CLI. 

The value of the “ickt” column in the MASTER FORWARDING DATABASE (show fdb mcp…) is the actual RLEC value.  

The value of the “ickt: column in the MODULE’s FOWARDING DATABASE points to the actual VPI/VCI being used.  Remember in TURBO mode each slot will open up a SVC to the RLEC.

Results when there is NO problem:

Command > show fdb mcp all

ILSDTB Bg Key value       
age 
type st  md/pt vprt phdr ickt umsk irif

100010     2 02A000306811            77 
enet rdy  n/a      1  x01F    2    x10

100000     2 0000A2D02023      
0 
enet rdy  5  1     n/a  n/a     n/a  n/a

100000     2 004005A165A3      
0 
enet rdy  5  1     n/a  n/a     n/a  n/a

100000     2 0000A201F60C      
0 
enet rdy  5  1     n/a  n/a     n/a  n/a

111000     2 02A000D05736      
0 
res  rdy   1  0     n/a  n/a     n/a  n/a

The station, 02A000306811 , is in use and  learned over bridge group 2.  The “n/a” under the md/pt column indicates it was learned over an ATM connection. and learned across a virtual Turbo port.  The “ickt” value in the master forwarding database points to the RLEC(ATM address) where data destined for the MAC address is being forwarded to.

Problem occurs:

Command > show fdb mcp all

ILSDTB Bg Key value       
age 
type st  md/pt vprt phdr ickt umsk irif

100010     2 02A000306811            30 
enet rdy  n/a      1  x01F    0     x10

100000     2 0000A2D02023      
0 
enet rdy   5  1     n/a  n/a     n/a  n/a

100000     2 004005A165A3      
0 
enet rdy   5  1     n/a  n/a     n/a  n/a

This indicates the station is now learned from the ATM address associated with RLEC 2

Now execute the “show rlec” command to find out which switch the MAC in question is now associated with:

Command > show rlec
==>ELAN Index=1 is AtmfXOB(3) Enet(2)<==

RLEC[0] @ AtmAddr=39:00:00:00:00:00:00:00:00:00:00:00:10-02:D0:57:36:00:00-FE

 Station Count=2    Usage Count=0 Age=0

 Dir  Module  Ckt  State  Age  Mod Port  VPI/VCI  Prefer

 out       1         4   Ready    0    1        1       0/43      Prefer
RLEC[0] 
= pointed to by the value of the ickt column when dumping the master fdb

AtmAddr
= the ATM address of the station that knows believes that MAC address in question is   
    now local to it. 
4 = pointed to by the value of the ickt column when dumping the module’s fdb

Prefer

= in a TURBO configuration there CAN be a “prefer” SVC for each slot.  In Circuit 

Saver connections there should only be one “prefer” SVC.  In both configurations            there should be NO SVC that is not “prefered”
Creating filters to drop reflected packets:

If a duplicate entry is found pointing to a port that it should not be, users can filter on a source MAC address and redirect the offending packet to a Sniffer  attached to an unused port on the c100 that is in a unique bridge group (this prevents broadcast traffic from showing up on the monitor port). The port the Sniffer is attached to can be in a different bridge group to prevent the clutter of traffic from the "problem" bridge group.  In any release of software prior to 2.04.5 addresses are learned before the filtering code is applied.  This can in some cases prevent a filter designed to drop a duplicate MAC addresses from resolving an issue

The actual filter placed on the port where the duplicate address is being learned would be:

Mac filter, offset 6, forward normal, Additional destination = Sniffer port

Here are some of the Ethernet devices that have caused forwarding table issues:

1)   Windows NT Server configured as a ccmail gateway. Specific component causing this is still under investigation.

2)    Bay 281x Ethernet hubs and Bay 331x Ethernet modules running 5.3.2 version of agent  software. This is fixed in agent software version  5.3.4-1E 

3)    Certain Ascend pipeline ISDN routers model running unknown version of software. 


4) Certain wireless environments

Tracing SVCs through the cloud:

The next step past displaying the RLEC table is to actually trace the SVC through the ATM cloud.  The results of the show RLEC command

RLEC[0] @ AtmAddr=39:00:00:00:00:00:00:00:00:00:00:00:10-02:D0:57:36:00:00-FE
 Station Count=2    Usage Count=0 Age=0

 
Dir  Module  Ckt  State  Age  Mod Port  VPI/VCI  Prefer

 
out       1         4   Ready    0    1        1       0/43      Prefer

display the outgoing module and port and the VPI/VCI being used.  Using a network map find out what device this port is connected to and connect to that device (console/telnet/…).  If that device is another c50/c100/5000BH  then determine the incoming module/port number and execute the following command:


cli prompt>   show sig call “module” “port”

The following data will be displayed:

“Next switch in path”> show sig call 4 4

Call Party State Type Dir Mod Port VPCI/VCI  Mod Port VPCI/VCI

   
 0  ----- Act   PtP  in   4   4      0/43    3   1      0/454

  
14  ----- Act   PtP  out  4   4      0/228   3   1      0/289

  
18  ----- Act   PtP  in   4   4      0/276   3   1      0/442

  
21  ----- Act   PtP  in   4   4      0/292   3   1      0/283

  
24  ----- Act   PtP  out  4   4      0/267   4   4      0/265

  
34  ----- Act   PtP  out  4   4      0/258   3   1      0/124

  
48  ----- Act   PtP  in   4   4      0/279   3   1      0/444

  
51  167   Act   PtM  out  4   4      0/474   3   2      0/103

  
52  ----- Act   PtP  in   4   4      0/378   mcp 32     0/0

  
54   67   Act   PtM  out  4   4      0/162   5   3      0/150

In this example  call “0” is a point-to-point call (versus a point to multipoint: PtM).  The original setup was received on 4/4 thus making it an inbound call.  The VPI/VCI  matches the VPI/VCI on the previous/originating switch.  The Mod/Port values are the outgoing slot/port values (in this case  3/1)  along with the outgoing VPCI/VCI values (0/454).

If the value “mcp” is in the Mod column it indicates that the SVC either terminates originates/terminates on the local switch (based on the value of the Dir column:  out= originates; in=terminates).  In this case call 52 come in 4/4 and terminates on the local mcp.

SVCs need to be continued to traced till the come to the port of the terminating switch or other ATM attached device.  

A more detailed example can be found at the end of this guide.
Stuck/Orphaned SVCs:

In an ATM network  SVCs can get stuck or orphaned.  This is when one side of the connection thinks the SVC is up and active while the other side of the link has no knowledge of the SVC.  This can cause sever connectivity issues.  Releases of code prior to 3.2.2.2 were prone to this condition and there have been cases with several other vendors for the same problem.

The easiest way to identify a stuck SVC is to look at the RLEC table.  If there are SVCs listed that are not preferred then the non-preferred ones may be “stuck/orphaned”.  Users should check the able multiple times (over the period of 5 minutes) to make sure the SVC in question is not in transition.  If it does not go away the user should trace the SVC through the cloud using the procedure outlined above to see where the SVC is orphaned (seen on only one side of the connection).

If the stuck SVC is not the preferred one then there is probably no loss of connectivity.  The switch can handle 8 stuck/orphaned SVCs per RLEC.  Once this number is hit loss of connectivity will occur on that switch to the remote RLEC/ATM address for that VLAN.

Stuck/orphaned SVCs can be cleared using the “clear” command from the engineering debug login.

· From the cli enter “eng”

· Enter the password “debug”

· Re-do the “show rlec” command


RLEC[0] @ AtmAddr=39:00:00:00:00:00:00:00:00:00:00:00:10-02:D0:57:36:00:00-FE

 Station Count=2    Usage Count=0 Age=0

 
Dir  Module  Ckt  State  Age  Mod Port  VPI/VCI  Prefer

 
out       1         4   Ready    0    1        1       0/43      Prefer

· Write down the Ckt number of the SVC in question

· Enter the following command:


Eng_Dbg_CLI>  clear ckt “ckt#”

Example:   Eng_dbg_cli> clear ckt 1

· This will clear the entire SVC through the ATM cloud

· Users should go back and re-trace the SVC to make sure it has been cleared

Users may also want to make sure “status enquiry” is enable on the switch.  In 4.0 it is enabled by default with a 600 second window.  Format of the CLI command that can provide information about the status of  “status enquiry”:

Command > enquiry

The various options are

  

enquiry show           
:show current status enquiry settings

  

enquiry stats          
:show enquiry statistics

  

enquiry stats clear    
:clear statistics

                         



:enquiry commands allowed

  

enquiry dump [vpi=nnn] [vci=nnn] [mod=nnn] [port=nnn]

                         



:show enquiry queue

Status Enquiry will allow switches to find orphaned SVCs and to close them out without user intervention.

In pursuit of the mysterious DTAG:

What is a DTAG?  It is short for destination tag and it is used by the switch to point to the slot/port on the remote switch where the station with the  MAC address can be found.  It only used/relative for addresses learned off of LEGACY LAN PORTS.  For example  if a MAC address X is learned on a LEGACY LAN port on switch 1, and switch 2 is connected to switch 1 via ATM, then the forwarding table entry on switch 2 for X will contain the DTAG (in the phdr column) that will point to the slot/port X was learned on in switch 1.

ONCE AGAIN THE DTAG/PHDR CAN BE USED ONLY FOR MAC ADDRESSES THAT ARE LEARNED ON LEGACY LAN PORTS ON SWITCHES THAT ARE INTERCONNECTED VIA ATM.  THE PHDR ASSOCIATED WITH ANY NON-C100 ATM ATTACHED DEVICE CANNOT BE USED TO DETERMINE THE SLOT/PORT THE ADDRESS WAS LEARNED ON.

It is used in both CLC and LANE.  In LANE the DTAG is passed in a LE-ARP request and response.  It is found in the reserved portion of the frame.  It will follow the 0101 pattern and is two bytes long.  The DTAG can be seen in the actual LANE data that travels over data direct VCs in the LANE header of a frame.

Below is an example configuration of two switches connected via LANE.  A PC is connected to switch one and is ping a router located of an Ethernet port on switch 2.  The PC pings the router and the IP address of switch 2.

Switch1:Command > sh fdb mcp all

*** Maximum FDB entries: 10239 Currently in use: 5

*** Number of HASH buckets: 4096, longest list since reset: 1

ILSDTB Bg Key value       age type st  md/pt vprt phdr ickt umsk irif

100011  2 02A00068B4EC     20 enet rdy n/a      1 x01F    0  x02

100011  2 0000A209F588     15 enet rdy n/a      1 x084    0  x02

111000  1 4005001616B7      0 res  rdy  1  0 n/a  n/a  n/a  n/a

100000  2 0010A4FE7768      0 enet rdy  2  7 n/a  n/a  n/a  n/a

111000  2 02A0006868ED      0 res  rdy  1  0 n/a  n/a  n/a  n/a

0010A4FE7768:
Local PC  located off of slot 2 port 7

02A00068B4EC:
Switch 2

0000A209F588:
The router off of switch 2

The column phdr displayed when dumping the master and switch card’s forwarding table (“show fdb mcp all” or “show fdb switch all <module>”) is the DTAG that indicates the remote slot and port where the MAC address was learned; however it does not indicate what switch it was learned from.  For that information the user must look at the value in the ickt column.  This points to the RLEC (remote LEC aka switch) where the remote MAC address was learned.  In the case of this example it is RLEC 0 (the value of the ickt is 0 in the FDB entry).

The results of the “show rlec” command are as follows:

switch1:Command > sh rlec

==>ELAN Index=1 is Atmf BE(4) Enet(2)<==

RLEC[0] @ AtmAddr=39:00:00:00:00:00:00:00:00:00:00:00:00-02:68:B4:EC:00:00-FE

 Station Count=2    Usage Count=0 Age=0

 Dir  Module  Ckt  State  Age  Mod Port  VPI/VCI  Prefer

 in        1    6  Ready    0    1 1       0/41   Prefer

 out       2    5  Ready    0    1 1       0/40   Prefer

 in        5    4  Ready    0    1 1       0/39   Prefer

 Total RLECs for ELAN Index 1 = 1
Putting the two pieces of information (ickt/RLEC and phdr ) together reveals the switch, slot and port where the non-local MAC address was learned:

Switch is: 39:00:00:00:00:00:00:00:00:00:00:00:00-02:68:B4:EC:00:00-FE

To get the slot/port where station on the remote switch is located. Take the value of phdr and convert it to binary.  Take the rightmost 5 bits for these point to the port, the next three bits then point to the slot.  If the phdr value was taken from a C100 the user must add 1 to both the slot and port.  If the phdr was taken from a BH the user must add 2 to the slot value and one to the port value.

For example the phdr value for 02A00068B4EC is x01F and is broken down to:

0x01F = 0000 0001 1111  breaks downs to 000 11111:

Slot: 000
+ 1
= 001 
= 
slot 1 

Port:
11111 + 1
= 100000 
=
port 32

On switch 39:00:00:00:00:00:00:00:00:00:00:00:00-02:68:B4:EC:00:00-FE slot 1 is the MCP with port 32 being an “internal” port number.  This is correct for in this example the actual primary address of the switch was PINGed.

For example the phdr value for 0000A209F588 is x084 and is broken down to:


0x084 = 0000 1000 0100 breaks down to 100 00100:




Slot: 100
+ 1
= 1001
=
slot 5




Port:
00100
+ 1 
= 001001
=
port 5
If you go to the remote switch and display the MAC address of the PC connected to switch 1 the following information is displayed:

Switch2:command> sh fdb mcp mac 0010A4FE7768

ILSDTB Bg Key value       age type st  md/pt vprt phdr ickt umsk irif

100011  2 0010A4FE7768      9 enet rdy n/a      1 x026    0  x00

The phdr for the PCs MAC address breaks down to:

0x026 = 0000 0010 0110 breaks down to 001 00110

Slot: 001
+ 1
= 0010
=
slot 2




Port:
00110
+ 1 
= 00111
=
port 7

The PC is connected to slot 2 port 7 on switch 1.  If you take a look look at switch 1’s fdb again:

ILSDTB Bg Key value       age type st  md/pt vprt phdr ickt umsk irif

100011  2 02A00068B4EC     20 enet rdy n/a      1 x01F    0  x02

100011  2 0000A209F588     15 enet rdy n/a      1 x084    0  x02

111000  1 4005001616B7      0 res  rdy  1  0 n/a  n/a  n/a  n/a

100000  2 0010A4FE7768      0 enet rdy  2  7 n/a  n/a  n/a  n/a
111000  2 02A0006868ED      0 res  rdy  1  0 n/a  n/a  n/a  n/a

How DTAG information is exchanged:

DTAGs are exchanged between switches via LE-ARP requests and responses.  If a user takes a look at an ATM trace the following examples/information can be seen.

Example 1:  A switch has learned a new MAC address and send out an unsolicited LE-ARP REQUEST with no target, but with the newly learned MAC address in the source field.  This is an example of a TARGETLESS ARP.

The DTAG (slot/port) of this new address can be found in the reserved field at bytes 50-53.  It will always be prefaced by “1010”.  In the below example the slot and port where this MAC address was learned is 0x26.  This translates into 0010 0110  ->  001 00110 ->   001 + 1 = slot 2, 00110 + 1 = port 7.

LANE: ----- LAN EMULATION CONTROL FRAME -----

LANE: 

LANE: Marker        = FF00

LANE: Protocol      = 01

LANE: Version       = 01

LANE: Opcode        = 0006 (ARP_REQUEST)

LANE: Status        = 0 (Success)

LANE: Trans ID      = 181272596

LANE: Request ID    = 3

LANE: Flags         = 0000

LANE: Src LAN Dest  = 00010010A4FE7768

LANE:   Tag         = 0001(MAC address)

LANE:   MAC Adr     = 0010A4FE7768

LANE: Tar LAN Dest  = 0000000000000000

LANE:   Tag         = 0000(not present)

LANE:   MAC Adr     = 000000000000(not present)

LANE: SRC ATM ADDR  = 39:0100:0000 0000 0000 0000 0000:026868ED0000:FE

LANE: Reserved      = 0000

LANE: NUMBER TLVs   = 0

LANE: Reserved      = 00

LANE: TARG ATM ADDR = 0000000000000000000000000000000000000000

LANE: Reserved      = 0043454E01010260000000006D794D5900000000000000000000000000000000

Example 2:  A switch is LE-ARPing for a MAC address.  Since it does not know where this MAC address is in the network and thus does not know the associated DTAG, the DTAG field is all F’s.

LANE: ----- LAN EMULATION CONTROL FRAME -----

LANE: Marker        = FF00

LANE: Protocol      = 01

LANE: Version       = 01

LANE: Opcode        = 0006 (ARP_REQUEST)

LANE: Status        = 0 (Success)

LANE: Trans ID      = 181272597

LANE: Request ID    = 3

LANE: Flags         = 0000

LANE: Src LAN Dest  = 0000000000000000

LANE:   Tag         = 0000(not present)

LANE:   MAC Adr     = 000000000000(not present)

LANE: Tar LAN Dest  = 000102A00068B4EC

LANE:   Tag         = 0001(MAC address)

LANE:   MAC Adr     = 02A00068B4EC

LANE: SRC ATM ADDR  = 39:0100:0000 0000 0000 0000 0000:026868ED0000:FE

LANE: Reserved      = 0000

LANE: NUMBER TLVs   = 0

LANE: Reserved      = 00

LANE: TARG ATM ADDR = 0000000000000000000000000000000000000000

LANE: Reserved      = 0043454E0101FFFF000000006D794D5900000000000000000000000000000000

Example 3:  A switch is responding to an LE-ARP request with an LE-ARP response.  In the response is the associated DTAG for the MAC address.

The DTAG (slot/port) of this new address can be found in the reserved field at bytes 50-53.  It will always be prefaced by “1010”.  In the below example the slot and port where this MAC address was learned is 0x1F.  This translates into 0001 1111  ->  000 11111 ->   000 + 1 = slot 1, 11111 + 1 = port 32.  An MCP was in slot 1 and port 32 points to the internal port associated with the primary IP address. 

LANE: ----- LAN EMULATION CONTROL FRAME -----

LANE: Marker        = FF00

LANE: Protocol      = 01

LANE: Version       = 01

LANE: Opcode        = 0106 (ARP_RESPONSE)

LANE: Status        = 0 (Success)

LANE: Trans ID      = 181272597

LANE: Request ID    = 3

LANE: Flags         = 0001 (Remote Address)

LANE: Src LAN Dest  = 0000000000000000

LANE:   Tag         = 0000(not present)

LANE:   MAC Adr     = 000000000000(not present)

LANE: Tar LAN Dest  = 000102A00068B4EC

LANE:   Tag         = 0001(MAC address)

LANE:   MAC Adr     = 02A00068B4EC

LANE: SRC ATM ADDR  = 39:0100:0000 0000 0000 0000 0000:026868ED0000:FE

LANE: Reserved      = 0000

LANE: NUMBER TLVs   = 0

LANE: Reserved      = 00

LANE: TARG ATM ADDR = 39:0000:0000 0000 0000 0000 0000:0268B4EC0000:FE

LANE: Reserved      = 0043454E010101F0000000006D794D5900000000000000000000000000000000

How DTAGs are used on data transversing data direct VCs:

The DTAG is found in the first and second byte  of the LECID (firsttwo bytes of the frame).  Once again the DTAG/PHDR does not contain any pertinant if it is taken from data transversing the Multicast Forward Multicast Send VCs or from data tranversing on VCs where both endpoints (source and desination) are C100’s/BHs.   

Example 1:  The DTAG 03 is useless because the VC the frame was captured on was the Multicast SEND 

SUMMARY     Delta T     Destination   
Source      Summary

M    1               132.245.155.193 132.245.155.235  ICMP Echo

ICMP:  ----- ICMP header -----

ICMP:  

ICMP:  Type = 8 (Echo)

ICMP:  Code = 0

ICMP:  Checksum  = 3E5C (correct)

ICMP:  Identifier = 512

ICMP:  Sequence number = 3328

ICMP:  [32 bytes of data]

ICMP:  

ICMP:  [Normal end of "ICMP header".]

ICMP:  

ADDR  HEX                                                ASCII

0000  00 03 00 00 A2 09 F5 88  00 10 A4 FE 77 68 08 00  ............wh..

0010  45 00 00 3C 68 00 00 00  20 01 F1 29 84 F5 9B EB  E..<h... ..)....

0020  84 F5 9B C1 08 00 3E 5C  02 00 0D 00 61 62 63 64  ......>\....abcd

0030  65 66 67 68 69 6A 6B 6C  6D 6E 6F 70 71 72 73 74  efghijklmnopqrst

0040  75 76 77 61 62 63 64 65  66 67 68 69              uvwabcdefghi

Example 2:  The DTAG 02 60 is useful because the VC the frame was captured on was a data direct VCs between two C100’s.  

02 60  ->  0000 0010 0110 0000  ->  0010 0110 ->   001 00110  


Slot: 001 + 1
= slot 2


Port: 00110 + 1 
= port 7

SUMMARY     Delta T     Destination   
Source        Summary

S    4    0.0007207  132.245.155.235 132.245.155.193  ICMP Echo reply

ICMP:  ----- ICMP header -----

ICMP:  

ICMP:  Type = 0 (Echo reply)

ICMP:  Code = 0

ICMP:  Checksum  = 455C (correct)

ICMP:  Identifier = 512

ICMP:  Sequence number = 3584

ICMP:  [32 bytes of data]

ICMP:  

ICMP:  [Normal end of "ICMP header".]

ICMP:  

ADDR  HEX                                                ASCII

0000  02 60 00 10 A4 FE 77 68  00 00 A2 09 F5 88 08 00  .`....wh........

0010  45 00 00 3C A0 D5 00 00  1E 01 BA 54 84 F5 9B C1  E..<.......T....

0020  84 F5 9B EB 00 00 45 5C  02 00 0E 00 61 62 63 64  ......E\....abcd

0030  65 66 67 68 69 6A 6B 6C  6D 6E 6F 70 71 72 73 74  efghijklmnopqrst

0040  75 76 77 61 62 63 64 65  66 67 68 69              uvwabcdefghi

ATM Ports TC
 "
ATM Port Issues" :

Physical Port Trouble Shooting


1)
Check the LEDs



LED
Meaning



LOS:  
loss of signal, check the remote transmit and fiber



LOF:  
loss of framing, can no longer detect cell delineation




check remote transmit and fiber



FERF:
Far End Receiver Failure.  The remote endpoint is 






detecting a receive failure either due to the local TX 






port, the fiber, or the remote RX port. 




Service 
Loss of signal and loss of framing on either side of the link will cause this LED to go low

To quickly isolate if it is the local port or fiber  or remote port simply plug the 
fiber connection on the remote switch into a known good port.  If the above 
LED goes out then the problem lies with remote port.  If the error still occurs loop the local TX back onto the local RX. If this fails try another fiber just to be sure.  If it continues to fail then the problem lies with the local port and the card should be replaced.  If it does not fail the problem lies in the fiber connection between the two switches.

All through this process the ATM port stats should be checked for state and RX/TX cell count

Top Switch:Command > show port 1 1

Information and Statistics for port 1,1:

port_state: up

rx_cell_drop_cnt: 82    rx_cell_good_cnt: 384874  bad_cell_cnt: 0

tx_cell_drop_cnt: 0     tx_cell_good_cnt: 5478825  sig detected: 1

path ais: no            line ais: no            section los: no

path rdi: no            line rdi: no            section lof: no

path lop: no            sectionbip8errs: 0

Frame mode: sonet

To quickly determine if it is the local port or fiber  or remote port simply plug the fiber connection on the remote switch into a known good port.  If the above three LEDs go out then the problem lies with remote port.  If the error still occurs loop the local TX back onto the local RX. If this fails try another fiber just to be sure. If it continues to fail then the problem lies with the local port and the card should be replaced.  If it does not fail the problem lies in the fiber connection.

The RX port can also be looped back to the TX port.  If this is done no LOS, LOF, nor FERF LEDs should come on if the cable and port are good.  Ports can also be configured for  local loopback or remote loopback.  In local loopback data never leaves the port and is looped back internally.  In remote loopback mode data received is looped back out the outgoing port.

All through the process the ATM port stats should be checked for state and RX/TX cell count

Link Integrity:

If a link is configured for Circuit Saver or Turbo/Gig-Array the C100 sends out Keepalives every 2 seconds.  If four Keepalives are missed the link is brought down.  This will affect ALL PVPs and PVCs configured on the port.  

If a single PVP or PVC is not coming up then the link integrity is fine, and the 
problem is most likely due to a misconfiguration of the VC numbers.  If any port 
in the path is incrementing “UNKNOWN VPI/VCI” errors check the configuration files, modify the configuration files and then re-check for errors.

Unknown VPI/VCI errors can only be displayed through a Speedview statistics 
screen and not through a “show port”

It is important to note at this time the C100 will NOT bridge data from a VPI/VCI  that terminates on the switch to another one that terminates on the switch if the terminating VCs are the same type of virtual port (Circuit Saver, LANE, Turbo/Gig-Array).  This is why Turbo or Circuit Saver networks must have a full logical mesh.


The C100 will bridge data between different types of virtual ports as long as the virtual ports are in 
the same bridge group.  The C100 will only bridge data between LANE virtual port and Circuit 
Saver/Turbo virtual ports if there is a LEC defined on the switch doing the virtual  port mapping 
between the LANE virtual port and the Circuit Saver/Turbo virtual port.

If the PVP/PVC/LANE circuits are up but performance is bad the backplane stats of each switch in the path should be checked.  The first switches that should be checked are the originating and destination switch.  The backplane stats of every switch card should be checked.  If CRC errors are incrementing the problem could be either the transmitting or receiving end of the link.  If the originating ATM switch module has connections to other switches, those switches in turn should be checked for CRC errors. If those switches show no CRC errors, then the problem may be on either the receiving ATM card or destination switch card (include the MCP if any type of VPORT mapping is included).

Additional ATM port trouble shooting:

It is also critical when verifying an ATM port’s integrity that users also check to verify that SSCOP and Signaling are up and operation on the link.  This can be done by checking the QSAAL and Q93b status and stats for the port:

First check if SSCOP is even up by executing the show sig sap “module” “port” command at the CLI prompt:

Top Switch:Command > show sig sap 1 1

             Signalling Sap (Card=1 Port=1 Vpi=0)

             --------------------------------------

     index=0 pid=0x0 inUse=1

     State (rcvdCfg=1 linkUp=1 sscopStrt=1 sscopUp=1 wait=0

             sigChanAlloced=1 debugTrace=1)

     tsap=5 vci=5

     Link Type=Nni uniVer=Pnni Sig 1.0  uniIispSide=Network

     TotalConnections=30  TotalActiveConns=9

If  SSCOP does not have a state of 1 then users should check the port’s SSCOP stats and status commands

Cfg_Eng > show qsaal stats 1 1 TC "show qsaal stats " 
   QSAAL Stats for SAP 0 (card 1 port 1) spConnId=0 vpi=0 vci=5 Link Type = UNI 3.0

     Discarded Sdus Tx    =

0

     Error Pdus Tx        =          
0    
Error Pdus Rx        =             0

     Discarded Pdus Tx    =          
0   
Discarded Pdus Rx    =          0

     Bad Pdus Tx          =         
0     
Bad Pdus Rx          =             0

     BGN Pdus Tx          =         
0   
BGN Pdus Rx          =          1
Will indicate how many

     BGN ACK Pdus Tx      =          1     
BGN ACK Pdus Rx      =     0
times QSAAL/SSCOP 

     END Pdus Tx          =          
 0
END Pdus Rx          =            1
restarted

     END ACK Pdus Tx        =          0     
RS Pdus Rx           =               0

     RS ACK Pdus Tx       =          
 0
RS ACK Pdus Rx       =          0

     BGN REJ Pdus Tx      =          
 0     
BGN REJ Pdus Rx      =          0

     SD Pdus Tx           =         
45     
SD Pdus Rx           =              45

     SDP Pdus Tx          =          
0     
SDP Pdus Rx          =              0

     V31 ER Pdus Tx       =          
0     
V31 ER Pdus Rx       =            0

     POLL Pdus Tx         =        140     
POLL Pdus Rx         =        141
Values should  cross match 

    STAT Pdus Tx         =        141     
STAT Pdus Rx         =        140
 

     USAT Pdus Tx         =          
0     
USAT Pdus Rx         =             0

     UD Pdus Tx           =          
0     
UD Pdus Rx           =                0

     MD Pdus Tx           =         
0     
MD Pdus Rx           =               0

     ER ACK Pdus Tx       =            0     
ER ACK Pdus Rx       =           0

Top Switch:Command > show qsaal status 1 1

   QSAAL Status for SAP 0 (card=1 port=1) spConnId=0 vpi=0 vci=5

     Link Type = PNNI                 asxIntState = Connected State

     sscfState = 4/10                     sscopState = Data Transfer Ready
     aalIntState = Connected State

     centAalSapState = Connected State
If SSCOP is not coming up no service will come up.  The customer should loop the port back on itself and check the SSCOP value once again on both sides of the link.  Users should also verify the each side is configured with the right version of  UNI signaling version (both sides must be either 3.0 or 3.1)

Checking signaling:

Users need to verify not only that SSCOP is up, but also signaling.  They can do this by first checking the stats of the port:

Top Switch:Command > show q93b stats 1 1

   Q93B Statistics for SAP 0 (card 1 port 1):

     Alerting Tx          =         
 0     
Alerting Rx          =          
0

     Party Alerting Tx    =         
 0     
Party Alerting Rx    =          
0

     Notify Tx            =        
 0     
Notify Rx            =          

0

     Call Proc Tx         =         
26     
Call Proc Rx         =          
5

     Connect Tx           =         
26     
Connect Rx           =          
4

     Connect Ack Tx       =         
0     
Connect Ack Rx       =          
0

     Setup Tx             =          
7     
Setup Rx             =         

26

     Release Tx           =         
0     
Release Rx           =         

22

     Release Comp Tx      =         
24     
Release Comp Rx      =          
0

     Restart Tx           =       
1313     Restart Rx           =       

1302 Can indicated SSCOP

     Restart Ack Tx       =       
1302     Restart Ack Rx       =       

1313  bouncing
     Status Tx            =          
0    
Status Rx            =          

0

     Status Enq Tx        =         
0     
Status Enq Rx        =         
0

     Add Party Tx         =         
10     
Add Party Rx         =          
0

     Add Party Ack Tx     =         
0     
Add Party Ack Rx     =         
8

     Add Party Rej Tx     =          
0     
Add Party Rej Rx     =     
0

     Drop Party Tx        =         
2     
Drop Party Rx        = 
 
6

     Drop Party Ack Tx    =          
6     
Drop Party Ack Rx    = 
 
2

     Total Conns          =         
30
Number of VPI/VCI since port came up

     Current Conns        =          
9
Number of VPI/VCI currently open on the port

   Last Cause Tx        =         30     
Last Cause Rx        =         30
Reason why the call was cleared.  

   Last Dgn Tx          =          0    
Last Dgn Rx          =        130
Values found at end of guide

PNNI Trouble Shooting TC "LAN Emulation Trouble Shooting" :

Before  PNNI troubleshooting is discussed users should strongly look at why and where they are implementing PNNI.  PNNI does not need to be implemented on every spoke in the network if that switch only has a single path to the core.  This will simplify the PNNI routing table and allow problem detection easier due to smaller routing tables.

In designing a PNNI network  it extremely critical that users define the node information/level so it will allow hierarchical growth.

The most common problem in PNNI due to the ease of configuration is specifying the wrong node level and wrong node id.  

In a C100 only design f the the wrong node id is configured on a switch so it appears to surrounding switches that it is in another peer group the link information will be:

Bottom switch:Command > show pnni link

PNNI Link Information

*********************

Node Index:      1  Port Id:      12  State: 2-Way Out
Remote Node ID:  0x48a03900000000000000000000000002d05736c00100

Remote Port:     4  Rcv Hello:     5  Tx Hello:     6

Node Index:      1  Port Id:      13  State: 2-Way Out
Remote Node ID:  0x48a039000000000000000000000000ffffffffc00100

Remote Port:     5  Rcv Hello:     4  Tx Hello:     4

The state of the connection will stay as 2-Way Out and not be 2-Way In which is displayed when the peers are in the same peer group.

Also “show pnni nbrinfo”  will provide no information, and “show pnni peerinfo” will only display the local peer group information.

Bottom switch:Command > show pnni nbrinfo
PNNI Neighbor Peer Information

******************************

 Node                                                             Port

 Index              Remote Node ID                       State    Count

 ----- ---------------------------------------------- ----------- -----

Bottom switch:Command > show pnni peerinfo

PNNI Peer Information

*********************

                                                         Leadership  I Am  Total

              Node ID                      


Connected  
Priority  Leader PTSEs

--------------------------------------------------------------------- --------- ---------- ------ -----

0x48a03930000000000000000000000002306811c00100 Yes                0 
No        2

IN troubleshooting PNNI as well as routed networks it is important to know what the neighbor, peer, horizontal and link information looked like when everything is functioning properly so when things are not working you will b able to compare it with.

The following information compares a three switch triangle configuration with all the links up with one where one of the links have failed.

Command: show pnni link

All three links     Bottom switch:Command > show pnni link

Are up

PNNI Link Information

*********************

Node Index:      1  Port Id:       3  State: 2-Way In

Remote Node ID:  0x48a03900000000000000000000000002d05736c00100

Remote Port:     6  Rcv Hello:     4  Tx Hello:     4

Node Index:      1  Port Id:       4  State: 2-Way In

Remote Node ID:  0x48a039000000000000000000000000ffffffffc00100

Remote Port:     6  Rcv Hello:     4  Tx Hello:     5

Pulled link 
Bottom switch:Command > show pnni link

PNNI Link Information

*********************

Node Index:      1  Port Id:       3  State: 2-Way In

Remote Node ID:  0x48a03900000000000000000000000002d05736c00100

Remote Port:     6  Rcv Hello:    29  Tx Hello:    28

The link is gone from the screen as a result of pulling the cable

Command: show pnni peerinfo

All links are up
Bottom switch:Command > show pnni peerinfo

PNNI Peer Information

*********************

                                                         Leadership  I Am  Total

                  
Node ID                      


Connected  Priority  Leader PTSEs

---------------------------------------------- --------- ---------- ------ -----

-

0x48a03900000000000000000000000002306811c00100 Yes                0      No        5

0x48a03900000000000000000000000002d05736c00100 Yes                0      No        5

0x48a039000000000000000000000000ffffffffc00100       Yes                0      No        6

Pulled link
Bottom switch:Command > show pnni peerinfo

PNNI Peer Information

*********************

                                                         Leadership  I Am  Total

                  Node ID                      



Connected  Priority  Leader PTSEs

-
--------------------------------------------- --------- ---------- ------ -----

-

0x48a03900000000000000000000000002306811c00100 Yes                0 No        4

0x48a03900000000000000000000000002d05736c00100 Yes                0 No        5

0x48a039000000000000000000000000ffffffffc00100       Yes                0 No        5

The link is still there 

Command: show pnni hlink

Bottom switch:Command > show pnni hlink

PNNI Horizontal Links

*********************

                                   

                                 


      Port  Aggr  PTSE

                                 

Node ID                    

                     ID   Token  ID

              
    ---------------------------------------------- ----- ----- -----

All the links in
Origin: 0x48a03900000000000000000000000002306811c00100     3     0     6

The pnni cloud  Destination: 0x48a03900000000000000000000000002d05736c00100     0

are displayed

      

Origin: 0x48a03900000000000000000000000002306811c00100      4     0     5

 

Destination: 0x48a039000000000000000000000000ffffffffc00100     0

      

Origin: 0x48a03900000000000000000000000002d05736c00100     
5     0     4

 Destination: 0x48a039000000000000000000000000ffffffffc00100     0

     

 Origin: 0x48a03900000000000000000000000002d05736c00100     
6     0     6

 

Destination: 0x48a03900000000000000000000000002306811c00100     0

      

Origin: 0x48a039000000000000000000000000ffffffffc00100     
4     0     5

 

Destination: 0x48a03900000000000000000000000002d05736c00100     0

      

Origin: 0x48a039000000000000000000000000ffffffffc00100     6     0     7

 

Destination: 0x48a03900000000000000000000000002306811c00100     0

Bottom switch:Command > show pnni hlink

PNNI Horizontal Links

*********************

                                          




     
      Port  Aggr  PTSE

                                 



Node ID                                    ID   Token  ID

              
---------------------------------------------- ----- ----- -----

The link was
Origin: 0x48a03900000000000000000000000002306811c00100     3     0     6

pulled and the
Destination: 0x48a03900000000000000000000000002d05736c00100    0

bold routes from 

are gone      
Origin: 0x48a03900000000000000000000000002d05736c00100     5     0     4

 

Destination: 0x48a039000000000000000000000000ffffffffc00100     0

      

Origin: 0x48a03900000000000000000000000002d05736c00100     6     0     6

 

Destination: 0x48a03900000000000000000000000002306811c00100     0

      

Origin: 0x48a039000000000000000000000000ffffffffc00100    
 4     0     5

 Destination: 0x48a03900000000000000000000000002d05736c00100     0

Command: show pnni roustat

Bottom switch:Command > show pnni roustat

PNNI Version Supported

 ----------------------

All the links are

up         

Newest Version Supported:        1

         

Oldest Version Supported:        1

 

Statistics for Operation as a DTL Originator

 

--------------------------------------------

                   
DTLs Generated:       21

        

DTLs Cranked-back to here:        0

       

Alternate Routes Attempted:        0

            

Failed Route Computes:       21

 

Destination Unreachable Failures:       21

 

Statistics for Operation as an Entry Border Node

 ------------------------------------------------

                  
 DTLs Generated:        0

        

DTLs Cranked-back to here:        0

       

Alternate Routes Attempted:        0

            

Failed Route Computes:        0

 

Destination Unreachable Failures:        0

LAN Emulation Trouble Shooting TC "LAN Emulation Trouble Shooting" :

No connections:

Check the physical ports configuration (show sig sap “module” “port”) and stats (show port)


Check the LEDs on the port if stats are not incrementing



Possibly loop back the Rx and Tx connectors on a port to validate its operational status


Check console port and log file for “SSCOP” status messages or other error message

Check the ATM routing table


Check Q93b and QSAAL status and stats to see the types of control frames are Tx and Rx

Partial connection:


Verify routing table


Check Q93b and QSAAL status and stats to see the types of control frames are Tx and Rx

Execute “show lecs”, “show les”, “show vport”, and “show rlec” commands as they are described below

Verify forwarding table

The most common problems  with lack of connectivity in a multiple switch environment where LANE is being used to connect the switches are the following:

Make sure the following messages appear on the console

SSCOP Up suId=1 (card=0 port=1)

The card and port numbers will be off by 1.  The example above refers to card 1, port 2.

This message indicates that SSCOP/QSAAL  is up and active on the port.  This message should only reference ports configure for signaling.  This message is displayed for each port configured for signaling. 

If the above  message nor a “SSCOP IS DOWN”  message is displayed ,verify the port in question is configured for signaling.  

If only an “SSCOP is DOWN”  appears, check the ATM port stats to make sure data is being transmitted and received,  check the port’s LEDs, check QSAAL stats (described later).  

If no data is being received, but it is being transmitted loop the RX fiber back onto the TX fiber and recheck port stats and LEDs. 

If data is being received and transmitted but SSCOP is not coming up check, recheck QSAAL stats, and then check the remote station and make sure QSAAL and Q93b are supported, configured, and enabled.

**** Transition into OPERATIONAL state **** (1c967c,4,6)

  

**** Transition into OPERATIONAL state **** (1c936c,3,6)

  

**** Transition into OPERATIONAL state **** (1c905c,2,6)

  

**** Transition into OPERATIONAL state **** (1c8d4c,1,6)

An “operational” message should appear for each LEC configured on the switch.  If this does not occur then check the LECS and LES/BUS configurations to make sure they are correct.

The routing tables have been misconfigured or are incomplete.

The symptoms of a misconfigured routing table can include failure to be able to communicate to the LECS,LES/BUS, or another LEC in the same VLAN.  Anytime there is a failure to establish a connection the ATM routing table needs to be verified the entire path between the two end points wishing to establish a connection.

It should also be noted that the routing table is only consulted in the routing of the call “setup”.  A LECS/LES/BUS/LEC receiving a “setup” will use the included VPI/VCI to communicate data (non-signaling information) back to the switch/node requesting a connection. This behavior may hide/mask routing table misconfigurations.  Routing tables need to adhere to the following guidelines:  

Each switch participating in a LANE configuration needs signaling enable an a unique switch prefix.


Each switch that is acting as only a LEC must have a route to the LECS and to the LES in addition 


to routes to any other switches that connection may need to be established to.

This is a very simple routing table.  The last route in the forwarding table is not another switch but rather a client that has registered with the switch on a UNI interface (in this case a router).  Notice its type is “ILMI” instead of “IISP” and that it has no mask.

In 2.0.4 and later revisions of software a new route type was added : LOCAL.  It is used to denote the addresses of locally defined LECs on the switch

It is important to remember that if customers configure redundant “routes” that if the cost is left at 0 only the first configured route is used.  Also if there are parallel links between switches the links should be made part of the same link group so load balancing will occur(remember that the routing table needs to contain routes using both ports in the defined in the link group for load sharing to occur.

The LECS has been misconfigured with either the wrong vlan names or the wrong ATM addresses for the LES

The vlan name used in configuring the LES and LECS ARE case sensitive so users need to be 
careful when entering the names


Users need to make sure that the complete LES address is entered in when the LECS is defined.  
Mistyping the LES’s address in the LECS will result in the LECs being able to open up a CONFIG 
DIRECT SVC to the LECS, but never able to open up the CONTROL DIRECT VC to the LES


The “show lecs”  command will only display data if the switch that the command is executed on  is 
configured for to be a lecs.


Command > show lecs


LECS 0  Status=Up

   
 ATM Address=47:00:79:00:00:00:00:00:00:00:00:00:00-00:A0:3E:00:00:01-00

    
ELAN 1  ELANName=vlan2  ELANType=AF-LANE 802.3  MaxFrameSize=1516

     
 LES Address=39:00:00:00:00:00:00:00:00:00:00:00:01-22:22:22:22:22:22-01

    
NumOfSuccess 2  InvalidParam=0  InsufficientRes=0

   
 AccessDenied=0  InvalidReq=0  InvalidDest=0

   
 InvalidAddr=0  NoConfig=0  ConfErrors=0

   
 InsufficientInfo=0

The “show lecs” command will display information about every  VLAN/LES that it is configured to know about. The most important field to check if connectivity problems occur are the counters that are highlighted.

Users fail to configure the ATM port correctly

The ATM port definition is usually the last characteristic configured on a switch and thus is the 
most easily forgotten.  If the ATM port is to be connected to another ATM switch it will be a NNI 
interface and ILMI will be disabled.  One switch will be defined as “network” side with the other 
switch in the connection defined as “user” side.

The “show sig port” command will display a total of all the connections on a specified port and 
how that ATM port in question is configured 



Command > show sig port 3 1



Slot 3 Port 1 Signalling Type=UNI 3.0 Side=Netw

   
 
TotalConnections=5  TotalActiveConns=5

If the ATM port is being connected to an edge device such as a router then the port will be defined as a UNI and ILMI will be enabled (this is dependent on the edge device being connected to the switch).

ILMI MUST be disable on NNI connections

When defining the UNI version users can specify either 3.0, 3.1, or auto.  If “auto” is selected the side of the ATM link must defined as 3.0 or 3.1 NOT “auto”.  If both sides are set at auto SSCOP will not come up on the port and LANE will fail.

Tips for Configuring LANE on Bay Networks/Wellfleet Routers and the C100 TC "Tips for Configuring LANE on Bay Networks/Wellfleet Routers and the C100" :


When configuring a switch to connect to a router via a LANE make sure of the following:

Disable autogeneration of MAC addresses in each service record you define and give each service record a unique MAC address NOT just a unique selector byte if the release of code on the C100 is 2.01. On later releases of software this is not necessary, but is recommended.



Configure the name of the ELAN the service record is to be a part of.  There is no MCS 


that keeps track of the ELAN the clients are supposed to be in. 



The router will also only allow one service record per ELAN.  If more than one service 


record is defined for be in any ELAN, only the first service record to come up on the 


router will be allowed to “join” the ELAN



SCRAMBLING is enabled by default on the router and should be enabled on any C100



port connecting to a router.

Routes pointing to the router DO NOT AND SHOULD NOT  be configured in the C100’s routing table.

If users are configuring interface redundancy  and IPX make sure they use a “global” MAC/station  address.  Since there is no ARP in IPX this allows the transition from one interface to another without having the station IPX address change on the router.

If problems are occurring getting the ATM card on the router up and working  users should also execute a “log -fw -eLOADER” command from the TI prompt to make sure the right ATM image is being run on the router (VNR image, not Corporate Suite image, nor ATM image) .  If the wrong image is being used message will appear in the log stating for example that “atm_le.ppc” or “atm_sig.ppc” could not be found.

CLI Commands used to trouble shoot LANE issues TC " CLI commands used to LANE connectivity issues" :
If users continue to experience lack of connectivity  after checking the above configuration issues they should check the following:

The “show les” command will only display information on switches where a “LES” is configured. It will show what LEC clients have “joined” the LES’s VLANs.


Command > show les  TC " show les" 

LES/BUS 1  ELANType=AF-LANE802.3  ELANName=vlan2  Status=Up

   
 SmartLES=Disabled  ControlTimeOut=120  MaxFrameSize=1516

  
  LES Address=39:00:00:00:00:00:00:00:00:00:00:00:01-22:22:22:22:22:22-01

   
 NumberOfClients=2

     
  Client=1  CtlDirect=[Internal LEC]  Module=1  Port=0

      
    Addr=39:00:00:00:00:00:00:00:00:00:00:00:01-22:22:22:22:22:99-FF

       
Client=2  CtlDirect=[0:33]  Module=3  Port=1

       
  Addr=39:00:00:00:00:00:00:00:00:00:00:00:01-00:00:A2:22:22:22-01

   
 BUS Address=39:00:00:00:00:00:00:00:00:00:00:00:01-22:22:22:22:22:22-02

   
 NumberOfClients=2

     
  Client=2  MultiSend=[0:35]  Module=3  Port=1

         
 Addr=39:00:00:00:00:00:00:00:00:00:00:00:01-00:00:A2:22:22:22-01

       
Client=1  MultiSend=[Internal LEC]  Module=1  Port=0

          
Addr=39:00:00:00:00:00:00:00:00:00:00:00:01-22:22:22:22:22:99-FF

First check the number of clients that have “joined” the VLAN for the ATM address that should be members of the VLAN.  This will allow users to isolate which switches they need to check for configuration errors.


What might prevent a client from successfully joining a LES is the LEC may have a path to the 
LES, but the LES may not have a path back to the LEC so verify the ATM routing table.

If the LEC in question is on the same switch as the LES the CtlDirect VC will be “internal”.  If this fails to come up make sure the local LEC has the right LECS defined and a route to it(if the LECS and the LEC are on the same switch users do NOT need to have a path in the ATM routing table.

If the “show les” command on a switch configured for the LES does not display any information please verify the configuration of the LES and make sure there is no LEC defined on the switch with the same prefix and ESI(End Station Identifier ~ MAC address) as the LES.  If LES/BUS and a LEC for the same bridge group are on the same switch, the LEC needs to be configured with a different ESI NOT just a different selector byte than the LES/BUS).


If the LEC is a remote edge device connected to a C100 and is not joining the VLAN, and all the 
configuration files have been checked for routing table errors and typos, users should execute the 
“show atmroute” on the switch the edge device is connected to to determine if the edge device 
successfully registered with the local switch.    The results of the “show atmroute” should show


ATM Route: 39:00:00:00:00:00:00:00:00:00:00:00:01-00:00:A2:22:22:22-00
  
Type=ILMI, Module=3 Port=1 Cost=0

 
 Mask=

There should be an ATM address for each vlan the edge device is connecting to and the type will be ILMI.  If the edge device has connected to the switch and is trying to join multiple ELANs it must have a unique ESI (end station identifier ~ MAC address) address for each LEC it wishes to register.  The C100 ignores the selector byte when an edge devices tries to register and therefore a unique ESI must be used for each address the edge device wishes to register with the switch

If the switch that is having problems is a only configured to be a LEC the “show les” and “show lecs” commands will display no information.  The only useful commands are a “show  VPORT” and “show rlec”.  These commands can be used on any switch that has a LEC configured.  They will display the following information:


Command > show VPORT TC "show vport " 

ELAN Index=2   Type=ATM Forum Circuit Saver AF-LANE 802.3

    
State=Operational  STP_State=forwarding  BridgeGroup=2

    
ELANName=vlan2
    
LEC Address=39:00:00:00:00:00:00:00:00:00:00:00:01-22:22:22:22:22:99-02

    
LECS Address=47:00:79:00:00:00:00:00:00:00:00:00:00-00:A0:3E:00:00:01-00

     
  ConfigDirect=[Not connected]

    
LES Address=39:00:00:00:00:00:00:00:00:00:00:00:01-22:22:22:22:22:22-01

     
 ControlDirect    =[Internal LES]

    
BUS Address=39:00:00:00:00:00:00:00:00:00:00:00:01-22:22:22:22:22:22-02

       
BusSend   =[Internal BUS]

    
ArpReqIns=1  ArpReqOuts=0  ArpRespIns=0  ArpRespOuts=1

    
TotalCtlIns=108777  TotalCtlOuts=108777  svcFailures=0

For each LEC defined on a switch the above information will be displayed.  In the example above the LEC is on the same switch as the LES/BUS is for “vlan2” because the instead of a VPI/VCI being displayed in the [ ] next to the control VCs, the term “internal” is used. 

If there is no ATM address displayed for the LES the LEC is having problems communication to the LECS, make sure there is a route in the local forwarding table to the LECS.


If there is an address for LES displayed but no VPI/VCI specified for the control direct, make sure 
there is a path to the LES’s address in the forwarding table, and a path pointing back from the LES 
to the switch the LEC is on.

The “show rlec” command

Command > show rlec
==>ELAN Index=1 is AtmfXOB(3) Enet(2)<==

RLEC[0] @ AtmAddr=39:00:00:00:00:00:00:00:00:00:00:00:10-02:D0:57:36:00:00-FE

 Station Count=2    Usage Count=0 Age=0

 Dir  Module  Ckt  State  Age  Mod Port  VPI/VCI  Prefer

 out       1         4    Ready    0    1        1       0/43      Prefer
 ELAN = xxxx
xxxx is virtual port VPI/VCI is associated with in config file.



The VPORT is specified in the forwarding table

ELAN type 
AtmXOB =LAN Emulation Circuit Saver



XOB=
Circuit Saver PVC



BE=
Turbo PVC



AtmBE= LAN Emulation Turbo mode

RLEC[0] 
= pointed to by the value of the ickt column when dumping the master fdb

AtmAddr
= the ATM address of the station that knows believes that MAC address in question is       now local to it. 

Ckt
= Is the value of the ickt column when dumping the module’s fdb.  In turbo mode it allows users to determine which slots are using which SVCs

Prefer

= in a TURBO configuration there CAN be a “prefer” SVC for each slot.  In Circuit 

Saver connections there should only be one “prefer” SVC.  In both configurations            there should be NO SVC that is not “preferred”
RLEC[W] 
W is  xxxxxxxx
Checking Q93B and QSAAL Statistics/StatusTC "Checking Q93B and QSAAL Statistics/Status": 
The following commands are used to to determine the low level “health” of an SVC environment (QSAAL/Q93B)

The “show sig” CLI command is used to show VPI/VCI ,connections to the switch, their associated port, and the type; however, the calls are not associated with a  LEC or VLAN/bridge group.  This command is used just to validate that  VCs are being setup


Command > show sig



show sig call | port | sap | state


Command > show sig call TC "show sig call " 


Call 0:

    

Type=PointToPoint  State=Active  Direction=Incoming

    

My   Module=3  Port=1  VPCI=0  VCI=32

    

Peer Module=1  Port=16  VPCI=0  VCI=0



Call 1:

    

Type=PointToPoint  State=Active  Direction=Outgoing



Call 2:

    

Type=PointToPoint  State=Active  Direction=Incoming



Call 3:

 

  Type=PointToMulti  State=Active  Direction=Outgoing

   

 My   Module=3  Port=1  VPCI=0  VCI=36

    

Peer Module=1  Port=16  VPCI=0  VCI=0



Command >

The “show sig port” command will display a total of all the connections on a specified port and how that ATM port is configured 


Command > show sig port 3 1 TC "show sig port " 

Slot 3 Port 1 Signalling Type=UNI 3.0 Side=Netw

   
 TotalConnections=5  TotalActiveConns=5

The following commands are available in revisions of code 2.0.4 and greater.  They allow users to trouble shoot low level signaling connections.  These commands would be executed to find why links are possibly restarting or to see how many and what type of QSAAL and Q93B packets are being received/transmitted:

These commands can only be executed from the “Eng” menu

config | enet | exit | ip | memory | reset | save | show | snmp | system | help

Cfg_Eng > show qsaal stats 1 2 TC "show qsaal stats " 
   QSAAL Stats for SAP 0 (card 0 port 1) spConnId=0 vpi=0 vci=5 Link Type = UNI 3.0

     Discarded Sdus Tx    =          0

     Error Pdus Tx        =          0     

Error Pdus Rx        =          0

     Discarded Pdus Tx    =          0     
Discarded Pdus Rx    =          0

     Bad Pdus Tx          =          0     

Bad Pdus Rx          =          0

     BGN Pdus Tx          =          0     
BGN Pdus Rx          =          1
Will indicate how many

     BGN ACK Pdus Tx      =          1     
BGN ACK Pdus Rx      =          0
times QSAAL/SSCOP 

     END Pdus Tx          =          0     

END Pdus Rx          =          1
restarted

     END ACK Pdus Tx        =          0     
RS Pdus Rx           =          0

     RS ACK Pdus Tx       =          0     
RS ACK Pdus Rx       =          0

     BGN REJ Pdus Tx      =          0     
BGN REJ Pdus Rx      =          0

     SD Pdus Tx           =         45     

SD Pdus Rx           =         45

     SDP Pdus Tx          =          0     

SDP Pdus Rx          =          0

     V31 ER Pdus Tx       =          0     
V31 ER Pdus Rx       =          0

     POLL Pdus Tx         =        140     
POLL Pdus Rx         =        141
These numbers should 

match

     STAT Pdus Tx         =        141     
STAT Pdus Rx         =        140
RX <-> TX or be very 

close.

     USAT Pdus Tx         =          0     
USAT Pdus Rx         =          0

     UD Pdus Tx           =          0     

UD Pdus Rx           =          0

     MD Pdus Tx           =          0     

MD Pdus Rx           =          0

     ER ACK Pdus Tx       =          0     
ER ACK Pdus Rx       =  0

Cfg_Eng > show q93b stats 1 2 TC "show q93b stats " 
This will show the number of  Q93B control packets received and transmitted on an interface.  Users would look at this data if connections cannot be made or LANE control processes are failing.  Remember, what may appear to be a LANE problem could be a Q93B problem….KEEP AN OPEN MIND!

If the number of Releases Rx and Tx are incrementing and  problems connecting are occurring check the ATM routing table to make sure routes exist to the ATM addresses to which the users/nodes are trying to connect.

   Q93B Statistics for SAP 0 (card 0 port 1):

     Call Proc Tx         =         12     
Call Proc Rx         =          8

     Connect Tx           =         12     
Connect Rx           =          8

     Connect Ack Tx       =          8     Connect Ack Rx       =         12

     Setup Tx             =          8    
 Setup Rx             =         12

     Release Tx           =          0     
Release Rx           =          4

     Release Comp Tx      =          4    Release Comp Rx      =          0

     Restart Tx           =          1     
Restart Rx           =          0

     Restart Ack Tx       =          0     
Restart Ack Rx       =          1

     Status Tx            =          0     
Status Rx            =          0

     Status Enq Tx        =          0     
Status Enq Rx        =          0

     Add Party Tx         =          0     
Add Party Rx         =          0

     Add Party Ack Tx     =          0    Add Party Ack Rx     =          0

     Add Party Rej Tx     =          0     Add Party Rej Rx     =          0

     Drop Party Tx        =          0     
Drop Party Rx        =          0

     Drop Party Ack Tx    =          0    Drop Party Ack Rx    =               16

     Last Cause Tx        =         31     Last Cause Rx        =         31

     Last Dgn Tx          =          0     Last Dgn Rx          =          0

The following commands show the actual state.  If a LANE connection is not coming up these commands

should be executed

Cfg_Eng > show qsaal status 1 2 TC "show qsaal status " 
   QSAAL Status for SAP 0 (card=0 port=1) spConnId=0 vpi=0 vci=5

     Link Type = UNI 3.0                 
asxIntState = Connected State

     sscfState = 4/4                     
sscopState = Data Transfer Ready

     aalIntState = Connected State

     centAalSapState = Connected State

Cfg_Eng > show q93b status 1 2 TC "show q93b status " 
   Q93B SAP 0

   -----------

Q93b Dlsap State = Event Transfer State (AM_GS_REST0)

Cfg_Eng > show scc state TC "show scc state " 
             State of Switch Call Coordinator Task

             -------------------------------------

     Point to Point Calls In Use              =         32

     Max Point to Point C     =         24

     Max Point to MultiPoint Calls            =       1634

     Parties Free                             =       1602

     Parties Free In Table                    =       1602

     Max Party TableSize                      =       1634

Cfg_Eng > show sig state TC "show sig state " 
             State of Signalling Task

             ------------------------

     Current Point to Point Calls             =          8

     Current Point to MultiPoint Calls        =          8

     Current Active Calls                     =         16

Cfg_Eng > show sig sap 1 2

             Signaling Sap (Card=0 Port=1 Vpi=0)

             --------------------------------------

     index=0 pid=0x1 inUse=1 state=0xf660 flags=0x25

     State (rcvdCfg=1 linkUp=1 sscopStrt=1 sscopUp=1 wait=0

             sigChanAlloced=1 debugTrace=0)

     tsap=3 vci=5

     Link Type=Iisp uniVer=Uni30 uniIispSide=Network

     Sscop state for 0 (Card 0 Port 1)

     vtS=45 vtPS=158 vtA=45 vtPA=158

     vtMS=77 vtPD=0 vtCC=0 vrR=45 vrH=45 vrMR=77

     initiated=0 credit=1 vtSQ=0 vrSQ=0

     rxBuffer pool=0x1cb5a0 first=16777217 last=16777217

     txBuffer pool=0x1cb5b4 first=16777217 last=16777217

     rxPool inUseCntr=0 inUseGauge=0 maxPoolSize=32 avl=0 sdBufs=0x1cc9f0

     txQueue crntSize=0 maxSize=0 chn.q_forw=0x1cb60c chn.q_back=0x1cb60c

Additional Troubleshooting commands/scenarios:

Loss of IP connectivity to the switch:


In releases of code prior to 4.0 the switch’s IP stack was a member of every VLAN.  With 4.0 the IP stack will be a member of a single VLAN and that will be configurable.  If loss of IP connectivity to the switch occurs users should do the following:

· Verify the IP address of the switch along with its configured gateway

· From the CLI prompt check the ARP cache the switch by executing the following command

Top switch:Command > arp -a

IP address      
MAC           
age 
md 
pt vport  vid iftype encap rif

132.245.155.235 0080C7FDD64D  536  MGMT

132.245.155.207 00A000D05736  
150  MGMT

132.245.155.208 00A000306811  
140  MGMT
· Ping from the switch to the device that lost IP connectivity to the switch and recheck the switches arp cache

· If loss of connectivity still occurs flush the switch arp cache with the –f option on the arp command

· Check the switch’s fdb for the local router’s MAC address and make sure it is on the same VLAN as that of the switch’s IP stack

· Call the TSC
Bad performance/loss of connectivity
· Users should take a look at the switches backplane statistics if the switch does not appear to behaving correctly or performance is bad.  

Top switch:Command > sh bp all

Statistic (HEX):  Slot:  1        2        3        4        5        6

No_Start_of_Pkt:         0       **       **      n/a      n/a      n/a

No_Rec_Buff:             0       **       **      n/a      n/a      n/a

No_Context:              0       **       **      n/a      n/a      n/a

Cell_Rec_Que_full:       0       **       **      n/a      n/a      n/a

Pkt_Flushed:             0       **       **      n/a      n/a      n/a

Buff_Overflow:           0       **       **      n/a      n/a      n/a

CRC_Error:               0       **       **      n/a      n/a      n/a

No_ReAssemb_Buff:        0       **       **      n/a      n/a      n/a

No_End_of_Pkt:           0       **       **      n/a      n/a      n/a

Cells_Received:        n/a       **       **      n/a      n/a      n/a

Cells_Transmited:      n/a       **       **      n/a      n/a      n/a

Cells_Dropped:         n/a       **       **      n/a      n/a      n/a

No_Seg_Desc:             0       **       **      n/a      n/a      n/a

No_Pkt_Desc:             0       **       **      n/a      n/a      n/a

         n/a = not applicable for this module


· CRC_Error occur when a slot attempts to re-assembled cells from the backplane into a frame and cells are missing.  Usually the slot reporting the CRC errors is not at fault but rather so other slot in the switch or another switch in the data path.  

· The best way to trouble this problem if CRC errors are occurring is to identify the users are attempting to connect to devices off of the slot that is reporting the CRC errors the path the data is taking through the network.

· If there are any transient switches have user(s) on those switches attempt to make a connection and see if the errors are still occurring.  If not then the errors are occurring previous to the switch you are on.  If the errors are still occurring then either the switch you are on or one of the other transient switches is causing the problem. 

RFC 1577 Classical IP over ATM and the C100 TC "RFC 1577 Classical IP over ATM and the C100" :

The C100 cannot be configured as an RFC 1577 ARP server NOR and ARP client.  However, users can connect routers or other devices running 1577 and have connections set up successfully.  All users have to do is make sure the ATM ports connecting to devices running 1577 have ILMI enable, set for UNI interface, and have the right version of UNI specified.  No LEC/LECS/LES/BUS needs to be configured on the C100 unless LANE is also being implemented in the network. The devices connecting to the switch need to have the correct addresses for the ARP server configured. 

The devices connecting to the switch will simply send the switch a “SETUP” destined to the ARP Server when it is trying to resolve an IP to ATM address.
Configuration Guideline/Tips TC "Configuration Guideline/Tips" :

The following suggested Tips/Guidelines should be reviewed before attempting to do a C100/BH configuration or trying to trouble shoot a possible misconfiguration.  Every parameter is not covered, only ones that users need to pay strict attention to or may have questions about.

System Parameters:

MAC Addresses: 
 The MAC address is stored in the configuration file, and thus problems 

could occur if users copy configuration files from one switch to another.  Also addresses are displayed/configured in canonical/Token Ring format and will not be seen if looking at an Ethernet trace.  Flip each byte and that address will be seen.  If a “show port” is done the “BIA” address displayed will be seen off of Token Ring ports, the “LAA” address displayed will be seen out Ethernet ports.

Token Ring Frame Size: 
This should be verified if the switch is 

1)  configured for transparent bridging only 

2)  configured for source route transparent.  The switch will drop any frame that exceeds the MTU size.

Network Management Parameters:


Bootp: 


Should be disabled if not doing bootp

SONMP: 

Should be disabled if site does not have Optivity or specific media 

interfaces should be disabled if switch does not have that type of interface.

Internal Ring ID:  
Comes into play only if switch is configured to do source routing.  Each 

switch participating in the source route network must have a unique internal ring ID. 

Switching Modes:


Make sure all necessary bridge groups get created


Cannot delete bridge group number 1 even if no TR cards are in switch

If configuring bridge group number 1 for “transparent” and source route frames need to be forwarded the parameter “source route frame forward” must be selected.  The RIF field is unchanged as it passes through the switch.

If configuring bridge group number 1 for “virtual ring”  no source frames will be forwarded between rings that have different source route ring ids. 

If configuring bridge group number 1 for SRB, SRT, or “No Virtual Ring” frames will be transparently bridged between ports that are configured with the same source route ring ID

If Bay Networks routers are on the same source route network as the C100, the C100 must be configured with a source route bridge ID that is different than the Bay Networks/Wellfleet router’s.

If users have configured bridge group number 1 for either SR or SRT and are connecting to a Bay Networks router users may want to make sure that end station support is enabled on the IP and IPX interfaces the router shares with the C100.

Stations:


Used only if users want to add addresses/RIFs statically to the forwarding table


Statically defined entries DO NOT take precedence if the defined address is learned dynamically 

on another port.

Packet Filters:

If drop filters are configured, the addresses on the packets dropped will still be learned and placed in the forwarding table in all software release prior to 2.0.4.5.  THIS FACT IS VERY IMPORTANT IF THE FILTER IS DESIGNED TO PREVENT DUPLICATE MAC ADDRESSES FROM BEING LEARNED.

ATM Configuration:

The limitations on the number of  supported  VCs, IISP routes, etc., etc…changes with each release of software so check the release notes that correspond to the release of software at the customer site.

Turbo networks are more efficient than Circuit Saver networks.  Users usually choose CS VPORT over Turbo VPORT  because of the number of Turbo connections available per  port (255 vs 15, these numbers may change between releases of software so please check the release notes that match the release of code on the switch in question). Users choose CS LEC VPORT over Turbo VPORT due to the lower number of control SVCs created.

Signaling: 
If  “Edge/Switch” is selected, every switch in the switch network configured to 

support signaling must be configured with a unique prefix.  Failure to do so will result in call routing problems.

Route Entry: 
Select the type of prefix/route desired before typing in the ATM address.  

If “partial” is selected it is important to remember the associated mask is bit orientated in releases prior to 2.0.3, and byte orientated in 2.0.3 and later.  This could cause routing problems if upgrading from 2.0.2 and 2.0.3 and depending on the routes configured.

Link groups should be created if the are redundant links connecting two switches to prevent call looping.

PVP/PVC:      
Used only for configuring pass thru PVCs or PVPs, not for any circuit 

terminating on the switch currently being configured

If defining pass thru PVPs, the “Virtual Path”  option must be selected first before entering any information into the fields.

If a circuit is deleted from this screen, the PVP/PVC screen must be exited and re-entered before the numbers can be used again with the PC version of Speed View

LEC:

The difference between Circuit Saver LEC VPORT and Turbo LEC 

VPORT is the number of  data direct VCs opened.  TURBO LECs are faster that CS LECS, but users need to determine if their network can support the increased number of SVC’s. A CS LEC VPORT will only open up one set of LANE control VCs (config direct, control direct, control distribute, multicast send, and multicast forward) and one data direct VC, but a Turbo LANE VPORT will open up one set of control VCs, but then open up one data direct VC  for each card in the switch.

ELAN names are case sensitive and must match what is defined in the LECS 

configuration

The parameter “path cost” should be checked and compared with the path cost of any redundant link to make sure the appropriate port/VPORT blocks on the C100/BH.

LAN Services Settings: Selected primarily if users need to:

To configure redundant LECS( Users should always try to make the primary LECS directly attached to the LEC due to the static nature of IISP and no capability to do call crank back


LEC VPORT Parameter Settings: Selected if users need to:

Change  the  ATM address of the LEC.  Users should only change the MAC addresses and the MAC address must be unique among other LECs defined on the switch

If ARP requests are timing out users may want to increase the ARP Response Timer

LES/BUS:
ELAN name is case sensitive and needs to match what is in LECS and LEC

Spaces are allowed in ELAN names. A training space is considered part of the ELAN name.

Smart LES should NOT be enabled if any LEC in the switch network is acting as a “proxy” agent for a legacy LAN end stations.  

Advanced Settings: Selected if users need to:

Modify the ATM address of the LES/BUS.  The prefix must stay the same but users can modify the MAC address.

Configure cooperating LES/BUS pairs and the unique server ID for the LES


LECS:


Make sure an address is entered into the LECS address field.  By 

default it is empty.  If users just click in the field the LECS’s well known address is inserted into the field.

Click on “ADD ELAN” BEFORE any information is entered into the ELAN name field.

ELAN names are case sensitive so make sure the case matches what is configured in the LEC configurations.

To delete the LECS from a config the LECS address must be deleted

from the LECS configuration screen

Advanced Membership: Users enter this screen when they wish to define what ELAN a device is in independent of what ELAN it is requesting to be in, or it has no way of specifying what ELAN it wishes to be in. 

Advanced Control Parameters: Users enter this screen when they want to change the default parameters passed to the LEC during the config process.  It should be noted that the default parameters work 99% of the time and users should not modify the parameters unless things are not working correctly. Parameters that may be of interest to users are:

Path Switching Delay:  Time waited after the data direct VC has been opened and BUS is stopped being used.  Default is 6 seconds

VCC Time out value. Default is 20 minutes

LE-ARP Response time out value: Default is 1 second


CLC:


By default the priority of VPORTs  matches LAN ports.  If  there are 

redundant ATM VPORT links and LAN ports users need to check what ports are forwarding/blocking.  Users should lower the priority of the ATM VPORT so the redundant LAN ports block NOT the ATM VPORT.

Dumping ports:  TC "
Show Port commands (ATM, Ethernet, and Token Ring)" 


In releases 2.01 and greater ports can now be dumped using CLI “show port” commands:

ATM Ports:



Command > show port 1 3




Information and Statistics for port 1,3:




rx_cell_drop_cnt: 2     rx_cell_good_cnt: 8821  bad_cell_cnt: 10



tx_cell_drop_cnt: 0     tx_cell_good_cnt: 8846  sig detected: 0



Frame mode: na

rx_cell_drop_cnt  Lack of resources





tx_cell_drop_cnt   Lack of resources

bad_cell_cnt:
   Frames dropped due to Header Error Checksums 

(HEC)





sig detected:
   No light source detected




Ethernet Ports:



Command > show port 4 9




Information and Statistics for port 4,9:




port_state: down  media_type: enet  vlan_type: enet  filter_mask: 0xE




bridge_group id: 2  vlan_index: 0  stp_state: disabled  connection_mode: HDX




running_speed: 100M  speed_type: 10M  cut_through: disabled




BIA: 00050000E08C  LAA: 00A000000731



PortState: normal  PortConfig: 0xE0  TxOverflow 0




stp_state: disabled  arp_enable: disabled  vlan_dtag: 0x111




vlan_index: 0x0  hw_id: 0x2




InOctet:  291322  InUcastPkt:  3937  InDiscard:  0     InError: 0



OutOctet: 999090214  OutUcastPkt: 0     OutDiscard: 0



MulticastsTransmittedOk: 8612761  BroadcastsTransmittedOk: 0




MulticastsReceivedOk:    656   BroadcastsReceivedOk:    0




InNUcastPkts:            656   OutNUcastPkts:           8612761




InNoResources:           0     OutNoResources:          0



AlignError:       1     SqeTestError:       0     FcsError:  0




SingleCollFrames: 5     MultipleCollFrames: 18    LateColl:  0




DeferredTransmit: 0     InternalMacTransmitError: 0




OversizeFrames:   0     CarrierSenseError: 0     ExcessColl: 0




BIA, LAA: are the switches MAC address in canonical and non-conical format




InDiscard: 
Packet dropped because user filter said to




InError: Is not incremented on Ethernet ports




OutNoResources: No room on driver’s Transmit queue

Collision counters: Should be checked when customers are reporting poor performance

InternalMacTransmitError: Data was dropped because there were either no transmit buffers or no room on the transmit queue.

Token Ring Ports:




Command > show port 3 3




Information and Statistics for port 3,3:




port_state: up  media_type: tr  vlan_type: tr  filter_mask: 0xE




ring #: 0x1AD  vlan_index: 0x6  insertion_speed: force 16M




connection_mode: station  ring_speed: 16M




bridge_group id: 1  bridging_type: SRB




stp_protocol: IBM  stp_state: forwarding




BIA: 0005000B079C  LAA: 0005000B079C



PortState: forwarding PortConfig: 0x2E9




stp_state: forwarding  vlan_dtag: 0x117  vlan_id: 0x1AC  vlan_index: 0x6




hw_id: 0x1  reach: local  lfbits: 0x30




are_hop_count: 7  ste_hop_count: 7




InOctet:  0     InUcastPkt:  0     InDiscard:  0     InError: 0



OutOctet: 1699224  OutUcastPkt: 0     OutDiscard: 0




MulticastsTransmittedOk: 32364  BroadcastsTransmittedOk: 2




MulticastsReceivedOk:    0     BroadcastsReceivedOk:    0




InNUcastPkt:             0     OutNUcastPkts:           32366




InNoResources:           0     OutNoResources:          0




LineError: 0     BurstError: 0     ACEError: 0     TokenError: 0




SoftError: 0     HardError:  0     Recovery: 0     SignalLoss: 0




TransmitBeacon: 0     LobeWire: 0     Removes: 0     Singles: 1




LostFrameError: 0     FrameCopiedError: 0     ReceiveCongestion: 0




SrSpecInFrames: 0     SrSpecOutFrames:  5394  SrApeInFrames:     0




SrApeOutFrames: 0     SrSteInFrames:    0     SrSteOutFrames:    2




SrSegMismatchDiscards:      0     SrDupSegDiscards:  0




SrHopCountExceededDiscards: 0     SrLanIdMismatches: 0

vlan_id: 
The source route ring number associated with this port




InDiscard: 
Packet dropped because user filter said to

OutDiscard: 
The transmitting ports was not up, not ST forwarding, or the frame was too big

InError:
Data droppedInvalid RIF, LLC portion less than 14 bytes, or  received frame 
larger than configured MTU size




InNoResources:
Data dropped because no buffer or Packet descriptor available

OutNoResources: Data dropped because there was no room on TI’s transmit queue for buffer

Recovery: 
Number of times port recovered from Beaconing 

Ring condition




Transmit Beacon: Port transmitted beacons




LostFrameErrors: Frame strip errors

SRSegMismatchDiscards:   The source port's ring number was not in the RIF of this SR frame.

Source Routing in a network with Wellfleet/Bay Networks Routers:
Bay Networks/Wellfleet routers have a proprietary mechanism to source route between routers configured for Source Route Bridging.  If a C100 is having problems receiving/transmitting source route data to a Bay router, make sure the bridge ID of the C100 is different from the Bay Networks/Wellfleet router.  The bridge ID is how the Bay Networks/Wellfleet router determines if the next bridge in the path of the source routed frames is another Bay Networks/Wellfleet router.  If the next bridge ID in the RIF matches the routers then the proprietary encapsulation is kept, if it is different (as it should be if the next bridge in the path is a C100) then the router converts the frame back to its original format.

If the router port connected to the C100 is configured for IP and/or IPX AND the C100 is configured for SRT or SRB then END STATION SUPPORT may need to be configured on the routers interface.  This allows the router to cache the RIF field of any stations behind the C100 and then insert the RIF on outgoing traffic so it will be correctly source routed through the C100 to the destination station.

For more information on how Bay Networks/Wellfleet routers source route, information can be found in the router’s manuals that cover the Bridge Protocol.

If configuring the TR LEC on a router it is critical that the parameter “Emulated LAN Segment Id” is set to match the ring number defined in the C100 LEC.

If users are configuring translation bridging on the router and it is not working.  Make sure the local segment id is set properly, and also make sure the ethernet encapsulation and SAP values are configured to match the customer’s traffic and application.  It is critical to remember the router will only “translate” non-routeable protocols.  IP, IPX, etc cannot be “translated”.

   Tracing a call through a Centillion Circuit Saver ATM network.
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1) Identify two stations that are communicating across ATM.

2) Start at one switch and work your way to the other.  In order to trace the call, you need to know the physical connections of the fiber. This will give you the correct module / port to associate the VPI / VCI to.

3) On the first switch, dump the MCP’s forwarding data base: 

LES/BUS:Command > sh fdb mcp all

*** Maximum FDB entries: 10239 Currently in use: 9

*** Number of HASH buckets: 4096, longest list since reset: 2

ILSDTB Bg Key value       age type st  md/pt vprt phdr ickt umsk irif

100000  2 000000000BDB    0 enet rdy  3  5  n/a   n/a  n/a  n/a

100000  2 004005A18C8C    0 enet rdy   3  1 n/a  n/a  n/a  n/a

100000  2 00A000D0FCA6   0 enet rdy   3  1 n/a  n/a  n/a  n/a

100000  2 0000A201CCA8    0 enet rdy   3  1 n/a  n/a  n/a  n/a

100010  2 0200A26DBCD8   1 enet rdy   n/a      1 x01F    0  x02

100000  2 0800201E2CEB     0 enet rdy  3  1 n/a  n/a  n/a  n/a

100000  2 00AA00B57D5E   0 enet rdy   3  1 n/a  n/a  n/a  n/a

100010  2 000000000DDD     51 enet rdy n/a    1 x024    0  x02

100000  2 0000A20B3F66      0 enet rdy  3  1 n/a  n/a  n/a  n/a

The two stations that we’re concerned with are in bold. BDB is local to the switch (module 3, port 5) and DDD is a remote entry, ickt 0.  

4) Next, dump the switch module forwarding data base: 

LES/BUS:Command > sh fdb sw all 3

*** Maximum FDB entries: 8191 Currently in use: 8

*** Number of HASH buckets: 4096, longest list since reset: 2

ILSDTB Bg Key value        age type st  md/pt vprt phdr ickt

100000  2 000000000BDB     0 enet rdy  3  5 n/a  n/a  n/a

100000  2 004005A18C8C     0 enet rdy  3  1 n/a  n/a  n/a

100000  2 00A000D0FCA6  23 enet rdy  3  1 n/a  n/a  n/a

100000  2 0000A201CCA8     0 enet rdy  3  1 n/a  n/a  n/a

100010  2 0200A26DBCD8  18 enet rdy  n/a      1 x01F    4

100000  2 0800201E2CEB      0 enet rdy  3  1 n/a  n/a  n/a

100000  2 00AA00B57D5E     0 enet rdy  3  1 n/a  n/a  n/a

100010  2 000000000DDD      0 enet rdy n/a      1 x024    4

BDB is local to the switch module (module 3, port 5) which is correct. DDD is mapped to ickt 4.

5) Now, dump the RLEC table

LES/BUS:Command > sh rlec

==>ELAN Index=1 is AtmfXOB(3) Enet(2)<==

RLEC[1] @ AtmAddr=39:30:00:00:00:00:00:00:00:00:00:00:00-77:77:77:77:77:77-FE

 Station Count=1    Usage Count=0 Age=0

 Dir  Module  Ckt  State  Age  Mod Port  VPI/VCI  Prefer

 in                1    5  Ready    0         2     1       0/39   Prefer

RLEC[0] @ AtmAddr=39:20:00:00:00:00:00:00:00:00:00:00:00-22:22:22:22:22:22-FE

 Station Count=2    Usage Count=0 Age=0

 Dir  Module  Ckt  State  Age  Mod Port  VPI/VCI  Prefer

 in                1      4  Ready    0        2        1       0/38   Prefer

 Total RLECs for ELAN Index 1 = 2

From the MCP’s FDB the ickt is 0, this maps to RLEC 0. The switch module FDB has an ickt of 4, this maps to Ckt 4. Both the RLEC number and the Ckt number have to match the corresponding ickt’s in the FDB’s. As you can see RLEC 0 is using  VPI/VCI 0/38 and is an inbound VC on module 2.

6) Dump the call table:

LES/BUS:Command > sh sig call

 Call Party State Type Dir Mod Port VPCI/VCI  Mod Port VPCI/VCI

     8  -----   Act   PtP     in      2   1           0/38    mcp 32     0/0

   12  -----   Act   PtP      in      2   1           0/37    mcp 32     0/0

   13  -----   Act   PtP      in      2   1           0/36    mcp 32     0/0

   15    7      Act   PtM   out     2   1            0/35    mcp 32     0/0

   15    5      Act   PtM   out     2   1            0/35    mcp 32     0/0

   16    6      Act   PtM   out     2   1            0/33    mcp 32     0/0

   16    4      Act   PtM   out     2   1            0/33    mcp 32     0/0

   17  -----   Act   PtP      in      2   1            0/34    mcp 32     0/0

   18  -----   Act   PtP      in      2   1            0/32    mcp 32     0/0

   20  -----   Act   PtP      in      2   1            0/39    mcp 32     0/0

You should see the VPI/VCI of 0/38 in this table. It’s associated with module 2 port 1.

7) Next go to the transient switch.


8)    Dump the call table:

ATM Switch:Command > sh sig call *

Call Party State Type Dir Mod Port VPCI/VCI  Mod Port VPCI/VCI

     1  -----   Act   PtP  out        1   1         0/32       mcp 32     0/0

     2    0     Act   PtM  in         1   1         0/33        mcp 32     0/0

     2    4     Act   PtM  in         1   1         0/33            1   2      0/33

     5  -----  Act   PtP   out        1   1        0/34         mcp 32     0/0

     6    2    Act   PtM   in         1   1        0/35         mcp 32     0/0

     6    6    Act   PtM   in         1   1        0/35             1   2      0/35

     8  ----- Act   PtP     in         1   2        0/32             1   1      0/36

     9  ----- Act   PtP     out       1   1        0/36             1   2      0/32

   10    5    Act   PtM   out        1   2       0/33             1   1      0/33

   11  ----- Act   PtP     in          1   2       0/34             1   1      0/37

   12  ----- Act   PtP    out         1   1       0/37             1   2      0/34

   13    7    Act   PtM  out         1   2       0/35             1   1      0/35

   14  ----- Act   PtP    in          1   2       0/36             1   1      0/38

   15  ----- Act   PtP   out         1   1       0/38             1   2      0/36

   17  ----- Act   PtP    out         1   1       0/39         mcp 32     0/0

This is where the physical connections become important. You must identify the module and port that the first switch is connected to. In this case it’s module 1 port 1. VPI/VCI 0/38 maps to VPI/VCI 0/36 which goes out module 1 port 2.

* In the case of several atm ports on a switch, the “sh sig call” command can be executed with a module and port number.

9)    Go to the last switch and restart the process.


10) Dump the MCP’s forwarding data base:


LEC:Command > sh fdb mcp all

*** Maximum FDB entries: 10239 Currently in use: 5

*** Number of HASH buckets: 4096, longest list since reset: 1

ILSDTB Bg Key value            age type st  md/pt  vprt phdr ickt umsk irif

100010      2 0000A2F6EB61  141 enet rdy    n/a      1 x020    0  x00

100010      2 000000000BDB   82 enet rdy    n/a      1 x024    0  x02

111000      2 0200A26DBCD8     0 res  rdy  2  0     n/a   n/a  n/a  n/a

111000      1 400045B63D1B       0 res  rdy  2  0    n/a    n/a  n/a  n/a

100000      2 000000000DDD     0 enet rdy  3  5   n/a   n/a  n/a  n/a

On this switch, DDD is local (module 3, port 5) and BDB is a remote entry, ickt 0.  

11) Dump the switch module forwarding data base: 

LEC:Command > sh fdb sw all 3

*** Maximum FDB entries: 8191 Currently in use: 2

*** Number of HASH buckets: 4096, longest list since reset: 1

ILSDTB Bg Key value           age type     st  md/pt vprt phdr ickt

100010      2 000000000BDB     0 enet rdy   n/a         1 x024    4

100000      2 000000000DDD     0 enet rdy  3  5      n/a  n/a  n/a

DDD is local to the switch module (module 3, port 5) which is correct. BDB is mapped to ickt 4.

12)  Dump the RLEC table:


LEC:Command > sh rlec

==>ELAN Index=1 is AtmfXOB(3) Enet(2)<==

RLEC[0] @ AtmAddr=39:10:00:00:00:00:00:00:00:00:00:00:00-11:11:11:11:11:11-FE

 Station Count=2    Usage Count=0 Age=0

 Dir  Module  Ckt  State  Age  Mod Port  VPI/VCI  Prefer

 out             2       4  Ready    0        2       1         0/36   Prefer

 Total RLECs for ELAN Index 1 = 1

From the MCP’s FDB the ickt is 0, this maps to RLEC 0. The switch module FDB has an ickt of 4, this maps to Ckt 4. Both the RLEC number and the Ckt number have to match the corresponding ickt’s in the FDB’s. As you can see RLEC 0 is using  VPI/VCI 0/36 and is an outbound VC on module 2.

13) Dump the call table:

LEC:Command > sh sig call

 Call Party State Type Dir Mod Port VPCI/VCI  Mod Port VPCI/VCI

   6        2   Act   PtM  in          2   1          0/35         mcp 32     0/0

   8     ----- Act    PtP  out         2   1         0/34         mcp 32     0/0

  11      1   Act    PtM in           2   1         0/33         mcp 32     0/0

  13   ----- Act    PtP  out        2   1         0/36         mcp 32     0/0

  14   ----- Act    PtP   out         2   1        0/32          mcp 32     0/0
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You should see the VPI/VCI of 0/36 in this table. It’s associated with module 2 port 1.

Signaling Basics: tc "Signaling"
Critical portion of SVCs.  Signaling allows an ATM end device to request a SVC be opened to the specified ATM address.  The request is passed though the ATM network to the destination ATM  address and there the connection is either accepted of rejected.

Signaling is composed of two parts SSCOP and Signaling.  SSCOP (Service Specific Connection Orientated Protocol) is responsible for maintaining a reliable connection between ATM switches and other ATM switches or edge devices. It has its own set of packets (poll:status, begin:begin ack, end:end ack) and will also piggy-back connection information on the back of signaling messages.  Before signaling can come up start opening and accepting calls SSCOP must be up and active.

Signaling is the protocol that allows an ATM switch/edge devices to request a SVC be opened to a specified ATM address.   Its own subset of packet types include call setup, call connect,  connect ACK, call proceeding, release, release complete,…).  There is currently two sets of UNI (User-Network Interface) standards 3.0 and 3.1.  The standards are very clear about what fields in signaling packets are required and optional; however, like all standards there are different interpetations.  Problems that may be occurring in LANE may actually be signaling issues.  So keep an open mind and don’t forget to make sure everything is going ok with setups, call proceedings, and connects. 
In the router the object that keeps track of signaling is wfAtmSigEnty. Most of the attributes concern themselves with configuration on maximum connection across the ATM interface.   The most important attribute is # 39 (wfAtmSigDebug), by setting this parameter to 15 extended signaling debug messages are written to the log file.   The MIB attribute wfAtmSscopEntry contains all the values used for the SSCOP timers.

If users have signaling configured and a signaling VCC (0/5 is the default and what is specified in the standard.  Users should NOT change it!) cannot be opened with the ATM switch no connections will be established (SVCs or PVCs).

If signaling is disabled  on an active  port then all VCs will be brought down

If signaling is enabled on the router’s ATM interface, but signaling is not configured on the switch port, NO VCs will come up (PVC nor SVC).

If  the signaling VCC ,0/5, drops all VCCs are dropped

The status of the signaling VC is kept track with all the other VCs, and not in the MIB object wfAtmSigEntry

To see messages pertaining to the signaling process the log entity that should be used is ATM_SIG
Signaling MIB Objects: tc "Signaling MIB Objects"
wfAtmSigEntry


Signaling MIB object.  One instance per slot

wfAtmSscopEntry 

 SSCOP (Signaling) MIB object. One instance per slot 

Example of Signaling MIB objects:

TI Prompt >l wfAtmSigEntry

wfAtmSigDelete = 1

wfAtmSigDisable = 2

wfAtmSigLineNumber = 3

wfAtmSigAtmCct = 4

wfAtmSigState = 5

wfAtmSigMaxServiceUsers = 6 
This defaults to 20 and will need to be increased if  more than  20

ATM service records doing SVCs need to be configured and enabled 

wfAtmSigMaxPtPtConnections = 7

wfAtmSigMaxPtMultConnections = 8

wfAtmSigMaxPartiesInMultConnect = 9

wfAtmSigMaxRoutingRegistrations = 10

wfAtmSigMinBufferThreshold = 11

wfAtmSigTimerResolution = 12

wfAtmSigVpi = 13

Should always be 0/5

wfAtmSigVci = 14

wfAtmSigStandard = 15

wfAtmSigInterfaceType = 16

wfAtmSigMinVciPtPt = 17

wfAtmSigMaxVciPtPt = 18

wfAtmSigMinVpiPtPt = 19

wfAtmSigMaxVpiPtPt = 20

wfAtmSigMinVciPtMltPt = 21

wfAtmSigMaxVciPtMltPt = 22

wfAtmSigMinVpiPtMltPt = 23

wfAtmSigMaxVpiPtMltPt = 24

wfAtmSigT303 = 25      

 Signaling timers, should be left

wfAtmSigT308 = 26

at default unless trouble shooting

wfAtmSigT309 = 27

wfAtmSigT310 = 28

wfAtmSigT313 = 29

wfAtmSigT316 = 30

wfAtmSigT316c = 31

wfAtmSigT322 = 32

wfAtmSigTDisc = 33

wfAtmSigT398 = 34

wfAtmSigT399 = 35

wfAtmSigNumRst = 36

wfAtmSigNumStat = 37

wfAtmSigRestart = 38

wfAtmSigDebug = 39

Set to 15 for more debug information
wfAtmSigCallsSec = 40

Signaling Router Log Messages: tc "Signaling Log Messages"
Extended debugging was enable by setting MIB attribute 39 in wfAtmSigEntry to -1 and resetting the slot
Signaling messages are displayed under the entity ATM

Currently the router will only log outgoing signalling messages.  This hopes to be resolved at a later release

Any time a LEC goes down the router will automatically set status on the LEC’s registered address with the switch to invalid by setting it to 2 and will reset set back to 1.

2:TN]$ log -fftwid –eATM

An intermediate link is pulled between the router switch providing LES/BUS services

The CallRef is the actual Call Reference value used in the packet.  If the Call Ref is listed in () it is an internal call reference number used solely but the router. 


#    1: 04/07/1999 18:09:30.058  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Origin  CallRef=17       RELEASE        MsgLen=6

 Inbound/Outbound indicates whether packet was received or transmitted.


#    2: 04/07/1999 18:09:30.062  DEBUG    SLOT  4  ATM  Code: 126 


ATM Call Control Inbound: Signaling Account Indication

ATM Call Control Inbound: Signaling Release Indication

Origin/Dest have no relationship to whether packet was received or transmitted


#    3: 04/07/1999 18:09:30.066  DEBUG    SLOT  4  ATM  Code: 130


[Q.93B]  Origin  CallRef=16       RELEASE        MsgLen=6

#    4: 04/07/1999 18:09:30.070  DEBUG    SLOT  4  ATM  Code: 126

ATM Call Control Inbound: Signaling Account Indication

ATM Call Control Inbound: Signaling Release Indication

#    5: 04/07/1999 18:09:30.167  DEBUG    SLOT  4  ATM Code: 130

[Q.93B]  Origin  CallRef=15       RELEASE        MsgLen=6

#    6: 04/07/1999 18:09:30.234  DEBUG    SLOT  4  ATM Code: 130

[Q.93B]  Dest    CallRef=48       RELEASE        MsgLen=6

#    7: 04/07/1999 18:09:30.238  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Dest    CallRef=46       RELEASE        MsgLen=6

[Q.93B]  Dest    CallRef=49       RELEASE        MsgLen=6

#    8: 04/07/1999 18:09:30.242  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Dest    CallRef=45       RELEASE        MsgLen=6

#    9: 04/07/1999 18:09:30.246  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Dest    CallRef=47       RELEASE        MsgLen=6

#   10: 04/07/1999 18:09:30.249  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Dest    CallRef=44       RELEASE        MsgLen=6

#   11: 04/07/1999 18:09:30.253  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Origin  CallRef=14       RELEASE        MsgLen=6

#   12: 04/07/1999 18:09:30.273  DEBUG    SLOT  4  ATM  Code: 126

ATM Call Control Inbound: Signaling Account Indication

Once the LEC has died we deregister the address by setting the status to 2.  The router then reregisters it so calls directed to it by the LES/BUS are routed correctly.


#   13: 04/07/1999 18:09:30.281  DEBUG    SLOT  4  ATM  Code: 126

ATM Call Control Inbound: ILMI Remove Confirm

#   14: 04/07/1999 18:09:30.285  WARNING  SLOT  4  ATM  Code:  80

UME Line 1404101: Circuit 3: Succeeded to remove address: 39000000 00000000 0000 0000 02111111 11111101.

#   15: 04/07/1999 18:09:30.285  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Account Indication LOT  4  ATM                Code: 126

ATM Call Control Inbound: Signaling Connection Confirm

#   70: 04/07/1999 18:10:30.867  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Origin  CallRef=20       SETUP          MsgLen=118

#   71: 04/07/1999 18:10:30.882  DEBUG    SLOT  4  ATM  Code: 126

ATM Call Control Inbound: Signaling Connection Indication

ATM Layer Manager Outbound: Connection Status Request

#   72: 04/07/1999 18:10:30.886  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Dest    CallRef=65       CONNECT        MsgLen=0

#   73: 04/07/1999 18:10:30.898  DEBUG    SLOT  4  ATM  Code: 126

ATM Call Control Inbound: Signaling Connection Confirm

[Q.93B]  Origin  CallRef=21       SETUP          MsgLen=118

#   74: 04/07/1999 18:10:30.917  INFO     SLOT  4  ATM  Code:  11

Line 1404101 : vpi/vci 0/38 has been activated.

#   75: 04/07/1999 18:10:30.917  DEBUG    SLOT  4  ATM  Code: 126

ATM Call Control Inbound: Signaling Connection Indication

#   76: 04/07/1999 18:10:30.921  DEBUG    SLOT  4  ATM  Code: 130

ATM Layer Manager Outbound: Connection Status Request

#   77: 04/07/1999 18:10:30.929  INFO     SLOT  4  ATM  Code:  11

Line 1404101 : vpi/vci 0/40 has been activated.

#   78: 04/07/1999 18:10:30.937  INFO     SLOT  4  ATM  Code:  11

Line 1404101 : vpi/vci 0/39 has been activated.

#   79: 04/07/1999 18:10:30.941  INFO     SLOT  4  ATM  Code:  11

Line 1404101 : vpi/vci 0/41 has been activated.

#   80: 04/07/1999 18:10:30.953  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Origin  CallRef=20       CONNECT ACKNOWLEDGE    MsgLen=0

ATM Call Control Inbound: Signaling Connect Status Indication

#   81: 04/07/1999 18:10:30.960  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Origin  CallRef=21       CONNECT ACKNOWLEDGE    MsgLen=0

#   82: 04/07/1999 18:10:30.964  DEBUG    SLOT  4  ATM  Code: 126

ATM Call Control Inbound: Signaling Connect Status Indication

#   83: 04/07/1999 18:13:18.824  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=65       RELEASE        MsgLen=6

#   84: 04/07/1999 18:13:18.828  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=64       RELEASE        MsgLen=6

#   85: 04/07/1999 18:13:18.832  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Account Indication

#   86: 04/07/1999 18:13:18.835  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Release Indication

ATM Call Control Inbound: Signaling Account Indication

ATM Call Control Inbound: Signaling Release Indication

[Q.93B]  Dest    CallRef=63       RELEASE        MsgLen=6  

#   87: 04/07/1999 18:13:18.843  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Account Indication

ATM Call Control Inbound: Signaling Release Indication

#   88: 04/07/1999 18:13:18.855  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Dest    CallRef=62       RELEASE        MsgLen=6

#   89: 04/07/1999 18:13:18.859  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Dest    CallRef=61       RELEASE        MsgLen=6

#   90: 04/07/1999 18:13:18.882  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Dest    CallRef=60       RELEASE        MsgLen=6

#   91: 04/07/1999 18:13:18.890  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Origin  CallRef=20       RELEASE        MsgLen=6

#   92: 04/07/1999 18:13:18.894  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Origin  CallRef=19       RELEASE        MsgLen=6

#   93: 04/07/1999 18:13:18.953  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Origin  CallRef=18       RELEASE        MsgLen=6

#   94: 04/07/1999 18:13:18.957  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Origin  CallRef=21       RELEASE        MsgLen=6

#   95: 04/07/1999 18:13:19.031  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Account Indication

#   96: 04/07/1999 18:13:19.035  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Release Indication

ATM Call Control Inbound: Signaling Account Indication

ATM Call Control Inbound: Signaling Release Indication

ATM Call Control Inbound: Signaling Account Indication

ATM Call Control Inbound: Signaling Release Indication

ATM Call Control Inbound: Signaling Account Indication

#   97: 04/07/1999 18:13:19.039  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Release Indication

ATM Call Control Inbound: Signaling Account Indication

#   98: 04/07/1999 18:13:19.050  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Account Indication

ATM Call Control Inbound: Signaling Release Indication

ATM Call Control Inbound: Signaling Account Indication

#   99: 04/07/1999 18:13:19.054  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: ILMI Remove Confirm

#  100: 04/07/1999 18:13:19.054  WARNING  SLOT  4  ATM    Code:  80

UME Line 1404101: Circuit 4: Succeeded to remove address: 39000000 00000000 0000 0000 02222222 22222201.

#  101: 04/07/1999 18:13:19.066  DEBUG    SLOT  4  ATM     Code: 126

ATM Call Control Inbound: ILMI Remove Confirm

#  102: 04/07/1999 18:13:19.070  WARNING  SLOT  4  ATM    Code:  80

UME Line 1404101: Circuit 3: Succeeded to remove address: 39000000 00000000 0000 0000 02111111 11111101.

#  103: 04/07/1999 18:13:19.070  DEBUG    SLOT  4  ATM     Code: 126

ATM Call Control Inbound: ILMI Add Confirm

#  104: 04/07/1999 18:13:19.070  WARNING  SLOT  4  ATM     Code:  80

UME Line 1404101: Circuit 4: Succeeded to register address: 39000000 00000000 00 000000 02222222 22222201.

#  105: 04/07/1999 18:13:19.082  DEBUG    SLOT  4  ATM      Code: 126

ATM Call Control Inbound: ILMI Add Confirm

#  106: 04/07/1999 18:13:19.082  WARNING  SLOT  4  ATM      Code:  80

UME Line 1404101: Circuit 3: Succeeded to register address: 39000000 00000000 00000000 02111111 11111101.

#  107: 04/07/1999 18:13:19.179  DEBUG    SLOT  4  ATM     Code: 130

[Q.93B]  Dest    CallRef=66       RELEASE COMPLETE       MsgLen=6

ATM Call Control Inbound: Signaling Release Indication

#  108: 04/07/1999 18:13:19.207  DEBUG    SLOT  4  ATM     Code: 130

[Q.93B]  Dest    CallRef=67       RELEASE COMPLETE       MsgLen=6

#  109: 04/07/1999 18:13:19.210  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Release Indication

#  110: 04/07/1999 18:13:21.246  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Dest    CallRef=68       RELEASE COMPLETE       MsgLen=6

ATM Call Control Inbound: Signaling Release Indication

#  111: 04/07/1999 18:13:21.249  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=69       RELEASE COMPLETE       MsgLen=6

#  112: 04/07/1999 18:13:21.253  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Release Indication

#  113: 04/07/1999 18:13:25.269  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Dest    CallRef=70       RELEASE COMPLETE       MsgLen=6

ATM Call Control Inbound: Signaling Release Indication

#  114: 04/07/1999 18:13:25.277  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=71       RELEASE COMPLETE       MsgLen=6

#  115: 04/07/1999 18:13:25.281  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Release Indication

#  116: 04/07/1999 18:13:33.308  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Dest    CallRef=72       RELEASE COMPLETE       MsgLen=6

ATM Call Control Inbound: Signaling Release Indication

#  117: 04/07/1999 18:13:33.312  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Dest    CallRef=73       RELEASE COMPLETE       MsgLen=6

#  118: 04/07/1999 18:13:33.316  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Release Indication

#  119: 04/07/1999 18:13:49.332  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=74       RELEASE COMPLETE       MsgLen=6

#  120: 04/07/1999 18:13:49.335  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Release Indication

#  121: 04/07/1999 18:13:49.339  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=75       RELEASE COMPLETE       MsgLen=6

#  122: 04/07/1999 18:13:49.343  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Release Indication

#  123: 04/07/1999 18:14:19.367  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=76       CALL PROCEEDING        MsgLen=9

#  124: 04/07/1999 18:14:19.371  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Connect Status Indication

#  125: 04/07/1999 18:14:19.374  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=77       CALL PROCEEDING        MsgLen=9

ATM Call Control Inbound: Signaling Connect Status Indication

#  126: 04/07/1999 18:14:19.378  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=76       CONNECT        MsgLen=0

#  127: 04/07/1999 18:14:19.386  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Connection Confirm

[Q.93B]  Dest    CallRef=77       CONNECT        MsgLen=0

#  128: 04/07/1999 18:14:19.394  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Connection Confirm

#  129: 04/07/1999 18:14:19.398  INFO     SLOT  4  ATM   Code:  11

Line 1404101 : vpi/vci 0/32 has been activated.

#  130: 04/07/1999 18:14:19.402  INFO     SLOT  4  ATM   Code:  11

Line 1404101 : vpi/vci 0/33 has been activated.

#  131: 04/07/1999 18:14:19.449  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=78       CALL PROCEEDING        MsgLen=9

#  132: 04/07/1999 18:14:19.453  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Connect Status Indication

#  133: 04/07/1999 18:14:19.457  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=79       CALL PROCEEDING        MsgLen=9

ATM Call Control Inbound: Signaling Connect Status Indication

#  134: 04/07/1999 18:14:19.460  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=78       CONNECT        MsgLen=0

#  135: 04/07/1999 18:14:19.468  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Connection Confirm

[Q.93B]  Dest    CallRef=79       CONNECT        MsgLen=0

#  136: 04/07/1999 18:14:19.476  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Connection Confirm

#  137: 04/07/1999 18:14:19.480  INFO     SLOT  4  ATM   Code:  11

Line 1404101 : vpi/vci 0/34 has been activated.

#  138: 04/07/1999 18:14:19.484  INFO     SLOT  4  ATM   Code:  11

Line 1404101 : vpi/vci 0/35 has been activated.

#  139: 04/07/1999 18:14:19.496  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Origin  CallRef=22       SETUP          MsgLen=118

#  140: 04/07/1999 18:14:19.511  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Connection Indication

ATM Layer Manager Outbound: Connection Status Request

#  141: 04/07/1999 18:14:19.515  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Origin  CallRef=23       SETUP          MsgLen=118

#  142: 04/07/1999 18:14:19.531  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Connection Indication

#  143: 04/07/1999 18:14:19.535  DEBUG    SLOT  4  ATM   Code: 130

ATM Layer Manager Outbound: Connection Status Request

#  144: 04/07/1999 18:14:19.542  INFO     SLOT  4  ATM   Code:  11

Line 1404101 : vpi/vci 0/36 has been activated.

#  145: 04/07/1999 18:14:19.550  INFO     SLOT  4  ATM   Code:  11

Line 1404101 : vpi/vci 0/37 has been activated.

ILMI Basics: tc "ILMI"
Allows an ATM device to register its ATM device address with an ATM switch.  This allows the switch to recognize what ATM devices are attached to which ports, so when a call setup request comes in it knows what port to  direct the setup request.

ILMI is based on SNMP. Neither the switch nor router support ILMI queries that contain multiple MIB objects.

The following are ILMI/SNMP commands used when a ATM end device (User Netwok Interface: UNI) tries to register its ATM address with the switch:




get next




get response




set




cold trap


The “gets/get nexts” are used to pull across the address tables from the switch and the end device, both table gets should yield  empty/nonexistant get next responses.

The switch “set” is used by the switch to give the UNI its 13 byte ATM prefix address.  Users can define this in the ATM configuration, and if it is defined, the configured value will over-ride the value from the switch  There should be no reason why users define their own prefix unless the switch it connected to does not support ILMI.  Once the UNI has received the prefix from the switch it issues a “get response” to notify the switch it the set request occurred without errors and then issues “set” to the switch defining its 20 byte ATM address (prefix+ mac address+selector).  The router will then issue a set request for each service record that has ILMI defined.

The actual process may look like this:


Router




ATM Switch


cold trap  ------------------(



Initializing SNMP database




(------------------ cold trap

on both sides of link


get next(1) -------------------(



What ATM addr are registered? 




(------------------ get request(2)
What is the ATM prefix?


get response(2)-------------(



Should be non-existant




(------------------ get response(1)
Should be empty





(------------------- set 

Set Prefix


get response-----------------(



Response to “set” request


set-----------------------------(



Router “sets” registers 20 byte addr





(------------------- get response
Response to “set” request


set---------------------------(                                                         Additional addresses registered, 









one for each service record defined

A lot of problems are caused by timeouts waiting for the SNMP sets or get responses.  When extended debugging is enable it is very easy to see where the process is timing out.

Some ATM clients may periodically do an SNMP poll of the switch to verify that they still registered.  The router does not do this, but the VC 0/16 is always kept up.

If the  ILMI registration fails  the router will not bring up any SVCs.

Users can configure the 13 byte prefix in the config file, but the router will still attempt to register with the switch.  The configured prefix will take precedence over the “learned” one from the switch.  If the registration process fails the router will not bring up any SVCs even though the ATM prefix was statically defined.

The MIB object governing ILMI is wfAtmIlmiEntry.  In interoperability testing with different vendors most problems occured with ILMI. The most important MIB attribute for CS is wfAtmIlmiDebug (attribute # 20), by setting this value to  15  extended debug messages are written to the log about the state of ILMI

To see messages in the log pertaining to the ILMI process the log entity ATM_SIG should be used
ILMI Router MIB Objectstc "ILMI MIB Objects"
wfAtmIlmiEntry

ILMI MIB object.  One instance per slot

wfAtmNetPrefixEntry 
Contains result of ILMI SNMP process.  Should check this





attribute to see if ILMI registration process was successful.

TI Prompt  > l wfAtmIlmiEntry

wfAtmIlmiDelete = 1

wfAtmIlmiDisable = 2

wfAtmIlmiLineNumber = 3

wfAtmIlmiAtmCct = 4

wfAtmIlmiState = 5

wfAtmIlmiLowThreshold = 6

wfAtmIlmiUpThreshold = 7

wfAtmIlmiVpi = 8

wfAtmIlmiVci = 9

wfAtmIlmiInterfaceType = 10

wfAtmIlmiLocalPort = 11

wfAtmIlmiRemotePort = 12

wfAtmIlmiGetTimer = 13   
If problems are occurring with ILMI registration you may want

wfAtmIlmiGetRetryCnt = 14
bump up the values of these timers and counters

wfAtmIlmiGetNextTimer = 15

wfAtmIlmiGetNextRetryCnt = 16

wfAtmIlmiSetTimer = 17

wfAtmIlmiSetRetryCnt = 18

wfAtmIlmiLocalOid = 19

wfAtmIlmiDebug = 20

Set to  -1  for more information

ILMI Log messages for BN routers: tc "ILMI Log Messages"
The following log was generated by enabling ILMI extended debugging, MIB attribute 20 in wfAtmIlmiEntry to -1 and bouncing the interface.

ILMI messages are displayed under the entity ATM and ATMINTF

[2:TN]$ log -fftwid -eATM

Cable was pulled connecting the router and switch


#    1: 04/01/1999 22:08:22.660  INFO     SLOT  4  ATM                Code:  32

Line 1404101 : ATM ILMI terminating.

Line 1404101 : ATM Signaling terminating.

Line 1404101 : ATM SSCOP terminating.

#    2: 04/01/1999 22:08:39.234  INFO     SLOT  4  ATM  Code:  20

Line 1404101: Signaling not loaded.

#    3: 04/01/1999 22:08:39.238  INFO     SLOT  4  ATM  Code:  22

Line 1404101: Signaling loaded.

#    4: 04/01/1999 22:08:39.253  DEBUG    SLOT  4  ATM  Code: 130

Configuring layer 2 (UME) - General

Configuring SAP 1 of layer 2 (UME)

 #    5: 04/01/1999 22:08:39.265  DEBUG    SLOT  4  ATM                Code: 130 [UME User] General Configuration

 Configuring SAP 1 of layer 3

Transmitted a cold start trap to re-initialize the link and sent a get request seeing what if any ATM addresses are registered with the switch on the port the router is connected to.
 #    6: 04/01/1999 22:08:39.269  DEBUG    SLOT  4  ATM                Code: 157 [UME] line# 1404101: Transmitted ILMI TRAP in INIT state.

[UME] line# 1404101: Transmitted ILMI GET NEXT in INIT state.

#    7: 04/01/1999 22:08:39.273  DEBUG    SLOT  4  ATM                Code: 156 [UME] line# 1404101: Received ILMI GET RESPONSE in CONNECTING state.

ATM Call Control Inbound: ILMI Connection Confirm

ATM Call Control Inbound: ILMI Status Indication

#    8: 04/01/1999 22:08:39.277  DEBUG    SLOT  4  ATM                Code: 130 ILMI Status Indication: State is UP

Be careful here ILMI is not all the way up.  The router simply has transmitted and received data over 0/16
 #    9: 04/01/1999 22:08:39.277  INFO     SLOT  4  ATM                Code:  28 Line 1404101:  ATM ILMI active.

#   10: 04/01/1999 22:08:39.277  DEBUG    SLOT  4  ATM                Code: 126 ATM Call Control Inbound: ILMI Statistics Confirm

ATM Call Control Inbound: ILMI Status Confirm

The switch is issuing multiple queries for any number of ILMI MIB objects, one of which must be to see what the router’s prefix is.  The extended debug messages do not tell you what MIB object is being queried.

#   11: 04/01/1999 22:08:39.667  DEBUG    SLOT  4  ATM                Code: 156 [UME] line# 1404101: Received ILMI GET in REGISTERING state.

#   12: 04/01/1999 22:08:39.671  DEBUG    SLOT  4  ATM                Code: 157 [UME] line# 1404101: Transmitted ILMI GET RESPONSE in REGISTERING state.

[UME] line# 1404101: Received ILMI GET in REGISTERING state.

[UME] line# 1404101: Transmitted ILMI GET RESPONSE in REGISTERING state.

#   13: 04/01/1999 22:08:39.675  DEBUG    SLOT  4  ATM                Code: 156

[UME] line# 1404101: Received ILMI GET in REGISTERING state.

[UME] line# 1404101: Transmitted ILMI GET RESPONSE in REGISTERING state.

#   14: 04/01/1999 22:08:41.558  DEBUG    SLOT  4  ATM                Code: 156

[UME] line# 1404101: Received ILMI GET NEXT in REGISTERING state.

[UME] line# 1404101: Transmitted ILMI GET RESPONSE in REGISTERING state.

Received set request from switch setting the ATM prefix on the router

#   15: 04/01/1999 22:08:41.562  DEBUG    SLOT  4  ATM                Code: 156


[UME] line# 1404101: Received ILMI SET in REGISTERING state.


ATM Call Control Inbound: ILMI Add Indication


#   16: 04/01/1999 22:08:41.570  DEBUG    SLOT  4  ATM                Code: 157

[UME] line# 1404101: Transmitted ILMI GET RESPONSE in REGISTERING state.

#   17: 04/01/1999 22:08:41.574  DEBUG    SLOT  4  ATM                Code: 130 Configuring layer 2 (Q.SAAL) - General

Configuring SAP 1 of layer 2 (Q.SAAL)

SSCOP will NOT come up until ILMI comes up in releases 12.20 and greater


#   18: 04/01/1999 22:08:41.589  DEBUG    SLOT  4  ATM                Code: 126 ATM Call Control Inbound: SSCOP Status Indication

#   19: 04/01/1999 22:08:41.593  DEBUG    SLOT  4  ATM                Code:   0 The previous event on slot 4 repeated 1 time(s).  [Code 126]

#   20: 04/01/1999 22:08:41.593  INFO     SLOT  4  ATM                Code:  27 Line 1404101:  ATM SSCOP active.

#   21: 04/01/1999 22:08:41.597  DEBUG    SLOT  4  ATM                Code: 130 SSCOP Status Indication: Protocol is UP

 ATM Call Control Inbound: Signaling Status Indication


Q.93B Status Indication: 4/1/99 22:08:41 Received Status Indication

The router now registers its 20 byte ATM address with the switch.  For each service record defined you will see a set message

Q.93B Status Indication: DLSAP 1:


[UME] line# 1404101: Transmitted ILMI SET in REGISTERING state.


#   22: 04/01/1999 22:08:41.601  DEBUG    SLOT  4  ATM                Code:   0 The previous event on slot 4 repeated 2 time(s).  [Code 157]

#   23: 04/01/1999 22:08:41.605  DEBUG    SLOT  4  ATM                Code: 156 [UME] line# 1404101: Received ILMI GET RESPONSE in REGISTERING state.

ATM Call Control Inbound: ILMI Add Confirm

#   24: 04/01/1999 22:08:41.605  INFO     SLOT  4  ATM                Code: 232

UME Line 1404101: Circuit 3: Succeeded to register address: 39000000 00000000 00000000 02111111 11111101.
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